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We developed machine learning models and a software that can be applied to
aggregated data for the problem of interpretable machine learning, which reveals which features
contribute to the prediction and to what extent, along with the predictions of target variables. Two

main types of machine learning models were developed: the first was based on Gaussian process
regression. We developed a new Gaussian process regression model, in which the coefficients
(weights) of the local linear model corresponding to each sample are formulated to be generated
based on a Gaussian process. The second method is based on neural networks. We developed a neural
network-based model that generates the K coefficients (weights) of the local linear model
corresponding to each sample from the most important ones. For the developed Gaussian process
regression-based model, a software was developed and released so that users can easily use it in
their own machine learning systems.
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