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In this research, we have been working on the development of an automatic
generation system for exemplary presentation speech that supports effective independent practice by
automatically generating an ideal presentation speech to serve as a model for presenters, using the
technology of spoken language processing and natural language processing. The elemental technologies

for building this system include: automatic detection and removing redundant expressions such as
filled pause from speech, semi-automatic conversion of inappropriate words and phrases into simpler
and more appropriate ones for presentation, highly accurate speech recognition of the content of
speech, improvement of the prosody of speech and generation of exemplary speech while maintaining
the individuality of the speaker.
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