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This study theoretically analyzes the learning dynamics of deep neural
networks with mathematical approaches. We have obtained the following results; (1) In estimating
non-smooth functions, the deep neural networks have advantages over conventional models with fixed
bases, (2) The sdalle point structure has been revelaed in the case that a network has surplus
hidden units (3) Sufficient conditions have been obtained for the stability of deep generative
models. Also, we have developed a meta-learing method for estimating causal directions with a small

number of data.
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