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Solving the cocktail party problem using deep learning

Kitazawa, Shigeru
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i i We can hear what others are saying even at a party where many people are
talking. In this study, we attempted to create an artificial neural network that directs attention

to one of the overlapping speech signals by autonomous learning, with the goal of creating a neural
circuit model that can be compared to the human brain. We showed that an artificial neural circuit
model (transformer) equipped with an attention mechanism could "recognize" environmental sounds as
multiple objects and acquire a mechanism to "pay attention” to any one of them. This

audg?—transformer may be a promising neural model for solving the mystery of the "cocktail party
problem™.
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