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Japan has one of the most congested sea areas in the world, and therefore,
an advanced automatic collision avoidance maneuvering algorithm is required to realize a maritime
autonomous surface ship. In this study, we developed ship collision avoidance algorithms using 0ZT
(Obstacle Zone by Target), an indicator of collision risk, and a navigation simulation environment
to test the algorithms. Two algorithms were developed for the collision avoidance: a knowledge-based

method and a learning classifier system, which is an explainable Al. The knowledge-based method was
tested in a simulation environment that reproduced vessel traffic flow in Tokyo Bay, a congested
sea area. The learning classifier system was used to learn how to maneuver a vessel to reach its
destination without collision in a basic situation with other vessels.
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