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Deepening optimization modelings for robust data analysis

GOTOH, Jun-ya
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data analysis methods and decision making in management science can be
approached through mathematical optimization models. In this research project, we propose more
advanced data analysis methods based on optimization modeling and algorithms that contribute to such
modelings and decision-making problems, using the non-convex optimization modeling technique
presented by the P.l.in the past year. In addition, a theoretical analysis of out-of-sample
performance and an interpretation of a robust

optimization modeling, a form of optimization for adversarial situations, were given to suggest a
parameter setting policy.
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1 GIST PDCAe NEPDCA (Nakayama, Gotoh,
2021, Table 4 )
Iter Time [sec.]
A K GIST PDCAe | NEPDCA GIST PDCAe | NEPDCA
0.001 | 9 2124 2500 1096 0.22487 | 0.19205 0.16583
0.1 9 2817 1898 2264 0.26507 | 0.14024 0.30017
10 9 639 484 158 0.07050 | 0.04343 14.72229
1000 | 9 723 330 5 0.07644 | 0.03321 90+
F(a) f(x)
A K GIST PDCAe | NEPDCA GIST PDCAe | NEPDCA
0.00L | 9 1.32932 | 1.32934 1.32935 1.32713 | 1.32715 1.32715
0.1 9 1.41426 | 1.41428 | 1.41426 1.36434 | 1.36443 | 1.36434
10 9 1.61452 | 1.95086 1.75285 1.61452 | 1.95086 1.75285
1000 | 9 1.58680 | 2.17224 3.21618 1.58680 | 2.17224 3.21618
(@2, - ap)llo
A K GIST | PDCAe | NEPDCA
0.00L | 9 59 58 59
0.1 |9 32 32 32
10 9 9 5 6
1000 9 9 3 3
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