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i We devised approximate computing methods for learning and inference of deep
neural networks during the three-year research period. Also, we proposed an arithmetic circuit and

an inference accelerator to support them. These results have been published in six international
conferences and two journals. One of the most notable achievements is Hiddenite, an inference
accelerator presented at 1SSCC2022, the Olympics of Chips. Hiddenite significantly reduces the
memory requirements of deep neural networks by using random weights. We implemented Hiddenite on a

relatively old 40nm process. Yet, it showed processing efficiency equivalent to or better than
inference accelerators using state-of-the-art processes.
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