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Our developed routing algorithms, and methods to make supercomputer interconnects faster, will help
other scientists to accelerate their workflows. Meaning, with optimal routing, the supercomputers
can finish more scientific simulations, and hence the scientists can get more results in shorter
time.

Modern society is seeking for ever-increasing compute power to serve science
fields such as artificial intelligence (e.g. ChatGPT), weather forecast, airplane and supernova
simulations, and medicine discovery. Certain physical limitations prevent us from making computer
chips much faster, and hence supercomputers and other tightly coupled compute systems started to

scale-out to larger and larger systems. The backbone of all these architectures is the
interconnection network, which must be "routed" correctly to increase the effectiveness of the
entire system. This process is similar to GoogleMaps telling us which roads to drive. In the
supercomputers, the routing tells the messages which path to take. However, the state-of-the-art
routing algorithms cannot keep pace with the future scale-out and hardware trends, and hence new
algorithms have to be invented. Our project aims to design novel routing approaches for highly
complex networks which connect thousands or millions of computers.

Supercomputers
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2. AROEHN

Interconnection networks, message passing libraries, and routing algorithms are the backbone of any
connected but distributed computing infrastructure — be it traditional supercomputers, data centers running
artificial intelligence (AI) workloads, internet & IoT, or the approach of edge computing — which are all
essential for a modern society. The 1st research objective is the invention and development of a novel type
of routing algorithms, so called hierarchical routing algorithms, for the upcoming scalability challenges in
these connected infrastructures, with special focus on supercomputing. Furthermore, since innovation
thrives from collaboration and open access, the 2nd objective of this research is the development of a
community-driven, open-source routing library, whose framework shall allow for easy research and
development and rigor testing, and ease of use by integration into other software frameworks. Lastly, due
to the emergence of artificial intelligence for image recognition (ResNet) and large-language models (GPT),
the 3rd purpose of this study is the research, porting, and tuning (with special focus on topologies, routing,
and message passing optimizations) of Al frameworks for Fugaku and other Japanese HPC systems.

3. MIROGE

The research plan is subdivided into three major research and development and engineering tasks, so that
the PI, with the support of research assistants (RAs), interns and collaborators, is able to tackle the following
R&D challenges in parallel. Furthermore, the rapid growth of the importance of Al for the Japanese society
and research community led to the addition of two more tasks during the project phase:

(1) Survey (hierarchical) static/adaptive routing algorithm for state-of-the-art technologies; and
(2) Development of open-source routings with focus on interoperability and novel topologies; and
(3) Routing validation and verification infrastructure to aid an effective research progress; and

(4) Porting of Al frameworks to Fugaku and analyze their routing and message passing needs; and
(5) Optimizing MPI algorithms for Al via tuned routing, task placement, and message scheduling.

4. WIEAE

(1) Achievements (researchers and students funded by this KAKENHI grant highlighted in bold font)

Peer-reviewed Publications and Posters List

@ J. Domke, S. Matsuoka, I.R. Ivanov, Y. Tsushima, T. Yuki, A. Nomura, S. Miura, N. McDonald, D.L.
Floyd, N. Dube, "The First Supercomputer with HyperX Topology: A Viable Alternative to Fat-
Trees?," peer-reviewed short paper presented at the 2019 IEEE 26th Symposium on High-Performance
Interconnects (HOTI 26), Aug. 2019.

@ J. Domke, S. Matsuoka, I.R. Ivanov, Y. Tsushima, T. Yuki, A. Nomura, S. Miura, N. McDonald, D.L.
Floyd, N. Dube, "HyperX Topology: First at-scale Implementation and Comparison to the Fat-Tree,"
in Proceedings of the International Conference for High Performance Computing, Networking, Storage
and Analysis, SC ’19, (Piscataway, NJ, USA), IEEE Press, Nov. 2019.

@ LR. Ivanov, J. Domke, A. Nomura, T. Endo, "Improved failover for HPC interconnects through
localised routing restoration," Poster presented at The 3rd R-CCS International Symposium (RCCS-
1S3), Kobe, Japan, Feb. 2021.




@ M. Besta, J. Domke, M. Schneider, M. Konieczny, S.D. Girolamo, T. Schneider, A. Singla, T. Hoefler,
"High-Performance Routing with Multipathing and Path Diversity in Supercomputers and Data
Centers," IEEE Transactions on Parallel and Distributed Systems, vol. 32, no. 4, pp. 943-959, 2021.
J. Domke, "A64FX — Your Compiler You Must Decide!," in Proceedings of the 2021 IEEE
International Conference on Cluster Computing (CLUSTER), EAHPC Workshop, (Portland, Oregon,
USA), IEEE Computer Society, Sept. 2021.

LR. Ivanov, J. Domke, T. Endo, "Automatic translation of CUDA code into high performance CPU

code using LLVM IR transformations," Poster presented at The 4rd R-CCS International Symposium

(RCCS-I54), Kobe, Japan, Feb. 2022.

W.S. Moses, L.R. Ivanov, J. Domke, T. Endo, J. Doerfert, O. Zinenko, "High-Performance GPU-to-

CPU Transpilation and Optimization via High-Level Parallel Constructs," Poster presented at 2022

LLVM Developers' Meeting, San Jose, USA, Nov. 2022.

LR. Ivanov, W.S. Moses, J. Domke, T. Endo, "Parallel Optimizations and Transformations of GPU

Kernels Using a High-Level representation in MLIR/Polygeist," Poster presented at IEEE/ACM

International Symposium on Code Generation and Optimization, CGO 2023, Feb. 2023.

W.S. Moses, L.R. Ivanov, J. Domke, T. Endo, J. Doerfert, O. Zinenko, "High-Performance GPU-to-

CPU Transpilation and Optimization via High-Level Parallel Constructs," in Proceedings of the 28th

ACM SIGPLAN Symposium on Principles and Practice of Parallel Programming, PPoPP 23, (New

York, NY, United States), Association for Computing Machinery, Feb. 2023.

I. R. Ivanov, O. Zinenko, J. Domke, T. Endo, W. S. Moses, "Retargeting and Respecializing GPU

Workloads for Performance Portability," in Proceedings of the IEEE/ACM International Symposium

on Code Generation and Optimization (CG0O'24), Feb. 2024.

@ N. Blach, M. Besta, D.D. Sensi, J. Domke, H. Harake, S. Li, P. Iff, M. Konieczny, K. Lakhotia, A.
Kubicek, M. Ferrari, F. Petrini, T. Hoefler, " A High-Performance Design, Implementation, Deployment,
and Evaluation of The Slim Fly Network," in Proceedings of the 21st USENIX Symposium on
Networked Systems Design and Implementation (NSDI24), April 2024.

Currently being Reviewed and Planned Publication

@ K. Fan, J. Domke, S. Ba, S. Kumar, "TuNA: Parameterized Hierarchical Algorithms for Non-uniform
All-to-all" under review at 53rd International Conference on Parallel Processing (ICPP '24)

@ M. Besta, N. Blach, P. Iff, M. Schneider, A. Maissen, S.D. Girolamo, J. Domke, J. Krattenmacher, A.
Singla, K. Lakhotia, F. Petrini, T. Hoefler, "EvalNet: A Practical Toolchain for Generation, Analysis,
and Simulation of Large-Scale Networks" preparing for submission at 39th IEEE International Parallel
& Distributed Processing Symposium (IPDPS '25)

Invited Talks (excluding presentations in conjunction with conference publications)

(1) J. Domke "First At-Scale HyperX Implementation: A Compelling Alternative to Fat-Trees?" in High
Performance Consortium for Advanced Scientific and Technical Computing (HP-CAST 32), June 2019.

(2) J.Domke "The Bright Future for HPC Interconnects -- Opportunities, Challenges, and Misconceptions

in Deployment and Management of Large-Scale Networks" in Focus Session: Leveraging Silicon

Photonics in HPC to Meet Future Exascale Needs in 36th ISC High Performance (ISC ’21), June 2021.

J. Domke "MocCUDA: Running Cuda Codes on Fugaku" in 13th JLESC Workshop, Sept. 2021.

J. Domke "MocCUDA: Running Cuda Codes on Fugaku" in SIAM Conference on Parallel Processing

for Scientific Computing (SIAM PP *22), Seattle, Washington, USA, Feb. 2022.

J. Domke "Working with Proxy-Applications: Interesting Findings, Lessons Learned, and Future

Directions" in Benchmarking in the Data Center: Expanding to the Cloud (workshop) held in

conjunction with PPoPP 2022: Principles and Practice of Parallel Programming 2022, April 2022.

J. Domke "Octopodes A candidate to replace Mini Apps and Motifs?" in 14th JLESC WS, Sept. 2022.

L. R. Ivanov "Optimization of CUDA GPU Kernels and Translation to AMDGPU in Polygeist/MLIR"

in 2023 LLVM Developers’ Meeting. Student Talk

I. R. Ivanov "GPU Kernel Compilation in Polygeist/MLIR" in 2023 LLVM Developers’ Meeting GPU

Offloading Workshop. Lightning Talk

Collaborations

(1) We established a long-term collaboration with Prof. T. Endo at Tokyo Institute of Technology to
collaborate with him and his students on hierarchical routings and other network topics

(2) We continued collaboration with Prof. T. Hoefler at ETH Zurich to work on Slimfly testbeds

(3) We established various long-term collaboration with multiple researchers from Massachusetts Institute
of Technology, Google LLC, Argonne and Lawrence Livermore National Laboratories, and
University of Illinois at Chicago to work on multi-node Al training/ inference, GPU/CPU portability,
and network optimizations (esp. routing and MPI allreduce and alltoall for AI)

Training and Researcher Mentoring

(1) Co-supervise L.R. Ivanov (Tokyo Tech) from 2019 to now; Bachelor's Thesis: "Improved failover for
HPC interconnects through localised routing restoration" and Master's Thesis: "Optimizations and
Transformations of Parallel Code via High Level Intermediate Representation”; I.R. Ivanov was
selected for the Junior Research Associate Program at RIKEN Center for Computational Science

© ® Q@ ® O

®

0® © GO

C)




(2) Co-supervised J. Bokstaller (ETH Ziirich) in 2019; Bachelor's Thesis: "Design and Implementation of
Multipath Switching in InfiniBand Slimfly Networks"

(3) Co-supervised N. Blach (ETH Ziirich) in 2021; Bachelor's Thesis: "Multipath Routing for Low-
Diameter Network Topologies on InfiniBand Architecture"

(4) Hosted multiple RIKEN Internship students: K. Fan (University of Illinois at Chicago), N. Blach (ETH
Zirich) and F. Hoerold (ETH Ziirich) in 2023; K. Fan and F. Hoerold became both long-term
remote trainees at RIKEN Center for Computational Science

Hereafter, the content of a few selected peer-reviewed scientific papers and academic publications will
be provided. Due to the large number of publications related to this project, the following list is abbreviated
and is focusing on the works with the highest research and societal impact:

(2) Content of Scientific Publication "High-Performance Routing with Multipathing and Path Diversity in
Supercomputers and Data Centers" related to project task 1:

To facilitate high-performance routing in modern networks, we analyze existing routing protocols and
architectures, focusing on how well they exploit the diversity
of minimal and non-minimal paths. We first develop a
taxonomy of different forms of support for multipathing and
overall path diversity. Then, we analyze how existing routing
schemes support this path diversity, see the Figure on the right.
Among others, we consider multipathing with both shortest
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performance multipathing routing protocols in supercomputers and data centers.

(3) Content of Scientific Publication "HyperX Topology: First at-scale Implementation and Comparison
to the Fat-Tree" related to project task 2:

The de-facto standard topology for modern HPC systems and data-centers are Folded Clos networks,
commonly known as Fat-Trees. The number of network endpoints in these systems is steadily increasing.
The switch radix increase is not keeping up, forcing an
increased path length in these multi-level trees that will
limit gains for latency-sensitive applications. Additionally, 14-ary+3-tree
today’s Fat-Trees force the extensive use of active optical Fat-Tree )|
cables which carries a prohibitive cost-structure at scale.
We built the world’s first 3 Pflop/s supercomputer with two
separate networks, a 3-level Fat-Tree and a 12x8 HyperX. ey
This dual-plane system allows us to perform a side-by-side
comparison using a broad set of benchmarks. We show that
the HyperX, together with our novel communication
pattern-aware routing, can challenge the performance of, or even outperform, traditional Fat-Trees.

(4) Content of Scientific Publication "EvalNet: A Practical Toolchain for Generation, Analysis, and
Simulation of Large-Scale Networks" related to project task 3:

Our EvalNet seamlessly integrates different tools for network simulation. It adapts a flow-level
evaluation tool, called TopoBench, that enables approximating throughput with arbitrary traffic patterns
and with specially designed worst-case scenario that puts particularly large stress on the interconnect. It
also incorporates two complementary packet-level simulators, htsim and Booksim2. Compared to
competing solutions which require clusters themselves to simulate scales of 100k or more, such as
ROSS/CODES, EvalNet enhances the design of htsim to enable much more scalability and we show how
to simulate networks with up to 1M servers on a PC laptop. Figure 20.5 demonstrates just a few of the
capabilities of EvalNet. The left side shows the histograms for lengths of the shortest path within state-of-
the-art topologies, which are analytically derived by the framework, while the right side of the Figure shows
the achievable flow-completion times (FCT) for various realistic network topologies and supercomputer
sizes collected by the network simulation environment.

EvalNet, highlighted in the Figure below, is straightforwardly extensible with new topologies and
network evaluation measures. The framework (publicly available after acceptance of publication) will
facilitate research into today’s and future large-scale network designs, and can be used to rapidly deliver a
large number of results which will help system designers in their co-design efforts and push the boundaries




in large-scale network deployments.
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(5) Content of Scientific Publication "High-Performance GPU-to-CPU Transpilation and Optimization via
High-Level Parallel Constructs" related to project task 4:

A “shortcoming” of Fugaku when it comes to Al frameworks is the lack of GPUs. Unlike HPC codes,
these frameworks have been designed with (Nvidia) GPUs and InfiniBand interconnect as first class citizens.
Hence, we proposed an alternative approach that automatically translates programs written in one
programming model (CUDA), into another (CPU threads) based on Polygeist/MLIR. We evaluated our
framework by transpiling and optimizing the CUDA Rodinia benchmark suite for a multi-core CPU and
TofuD interconnection network and achieve a 58% speedup (geomean) over handwritten OpenMP code, as
can be seen in the thread scaling study on the left side of the following Figure.
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Further, we demonstrate with the right Figure how CUDA kernels from PyTorch can efficiently run and
scale on the CPU-only Supercomputer Fugaku without user intervention. Our PyTorch compatibility layer,
called MocCUDA, which emulates the existence (and some functionality) of Nvidia GPUs is making use
of transpiled CUDA PyTorch kernels to outperform PyTorch’s CPU native backend by 2.7x.

(6) Content of Scientific Publication "Parameterized hierarchical algorithms for non-uniform all-to-all"
related to project task 5:

Scaling some HPC workloads, such as computing Fast Fourier Transforms, graph neural networks (GNN)
training, and simulating quantum computers, can be impeded by inefficient MPI_Alltoallv communications.
Current algorithms overlook the intricacies of modern HPC system architectures, such as the substantial
performance difference between inter-node and intra-node communication.

Our work introduces a highly parameterizable algorithm, called TuNA, that considers key factors such
as the hierarchical architecture of HPC systems, the number of data exchange rounds, and the
communication burst size. Our algorithm efficiently addresses the trade-off between bandwidth and latency
that existing implementations fail to optimize. We show, in the Figure below, a performance improvement
over the state-of-the-art implementations by factors of 42x and 138x on Polaris and Fugaku, respectively.
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MocCUDA

https://gitlab.com/domke/MocCUDA

Repo for thesis of localised routing restoration:
https://gitlab.com/ivanradanov/localisedrerouting
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https://gitlab.com/domke/t2hx
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