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Realizing a text generation mechanism at the human level is one of the most
critical and challenging unsolved problems in artificial intelligence and natural language
processing research. While current methods based on deep neural networks can generate fluent
sentences, a new problem, the erroneous generation problem, has been pointed out.

In this study, to solve the erroneous generation problem and reveal the mechanism of its occurrence,
we have developed several methods, such as an example-based method to detect reasons for erroneous
generation, and an improved natural language analysis system for analyzing erroneous generations.
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