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Our research achievements would deepen the understanding of privacy-preserving information seeking
that goes beyond information retrieval (IR). By releasing the source codes and collections, we
encourage the entire IR community to improve the research of privacy-preserving IR towards new
stages.

This project aims to initiate research into privacy-preserving information
retrieval (IR). Throughout the lifetime of this project, we made remarkable achievements via the
following main aspects: novel ways of combining federated learning and differential privacy for
privacy-preserving information access, direct optimization of evaluation metrics, effective
integration of LLMs for result re-ranking, incorporating personalized context for conversational
information seeking. As a result, we published more than 20 conference papers and 10 journal papers.

Moreover, we are also maintaining an open-source project for IR named as PTRanking, which includes
many representative ranking methods based on neural networks. Overall, it is reasonable to say that
the successful accomplishment of this project will bring new insights into the development of
privacy-preserving IR techniques.
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Information Retrieval (IR) systems has been playing an important role in our daily
information access. Significant research efforts have been made on different aspects of IR.
However, accurately and efficiently providing satisfactory results to users while preserving
privacy is far from being resolved. The traditional IR models are trained and improved to
gain insights into the overall user population. Unfortunately, the data to derive such insights
is personal and sensitive, which might give rise to catastrophic consequences, even if the
system collecting such data has resolved to ‘do no evil. Recently, differential privacy has
increasingly gained popularity as a benchmark of protecting the privacy of data subjects
while providing aggregated query responses over databases. Federated learning provides an
alternative method for performing distributed privacy-protecting machine learning. To the
best of our knowledge, how to achieve effective privacy-preserving IR has not been well
studied yet, and no practical privacy-preserving IR system was ever deployed, neither
proposed. Specifically, the key fundamental challenges include: (1) Most successes, if not all,
of the current ranking models rely on enormous amounts of labeled data which is available
beforehand. Moreover, they learn each task in isolation and from scratch based on
incremental model updates using stochastic gradient descent. In result, these models are
inherently data-hungry and time-consuming, which hinders their application in privacy-
preserving IR. (2) In response to an input query, the current IR platforms rely entirely on the
high-performance clusters running on the cloud to afford the computational tasks, such as
the representation of context information and the analysis of a user’s intent. This setting
significantly complicates the protection of user privacy, since lots of private and sensitive
data are kept server-side. (3) The current IR systems follow the same fashion of ‘one size fits
all’, namely training and applying a single ranking model across all users, which is
Insufficient to satisfy different users’ preference. Thus providing user-specific search results
without privacy breach while interacting with a huge number of users is another challenge
that has to be solved.

The critical demand of sufficient early preparations and new solutions towards privacy-
protecting IR motivate us to address privacy-preserving IR in a novel way. By proposing this
project, we aim to explore how to achieve effective privacy-preserving IR by focusing on on-
device user understanding, federated optimization and semantic matching. The key outcomes
of this project will be a suite of effective machine learning methods for privacy-preserving IR,
such as on-device intent detection and semantic matching approches based on deep neural
networks, which will be published as either conference papers or journal papers. Meanwhile,
The research results (e.g., source codes and test collections) will be disseminated via a website,
facilitating the advancement of privacy-preserving IR research to new stages.

The proposed methods for addressing privacy-preserving IR are designed and developed
from the following three aspects.

Aspect-1: On-device intent detection. The key idea works like this: given the query
‘Disneyland ticket’, instead of performing an encryption-decryption process like the
transaction and payment security solutions, the on-device intent-detection model is designed
to identify the semantic meaning by incorporating the context information (e.g., the search
history and the user’s profile) and represent this user’s information need as a real-valued
vector. Based on the semantic matching framework, search results will be returned. Moreover,
the intent-detection model that resides on an individual’s device, collects the search behaviors
and the data about the user over time, and performs a self-guided learning to optimize the
ability of intent identification.

Aspect-2: Federated optimization framework. When limited to a single user, the local
data might sometimes be too sparse to be useful in the self-guided on-device learning. For
instance, some users are likely to repeatedly search for a single type of information. To
overcome this problem, the core idea is to aggregate locally computed model updates (e.g.,
gradient vectors) across the entire user population in a federated fashion.

Aspect-3: Semantic matching framework. Based on the training data consisting of search
requests and documents, we jointly learn two models that respectively transform raw search
requests and documents into vector representations. The recent embedding techniques and
large language models (LLMs) will be used, and all the vector representations will belong to



the same latent high-dimensional space.

The research achievements can be summarized from the following three groups, which
echoes the aforementioned three aspects.

Group-1: User understanding. Throughout the lifetime of this project, we believe that
conversational information seeking (CIS) would play an important role in the future, which
extends the classic search to a conversational nature. Our focused framework (Figure 1) for
CIS accounts for users' personas [1]. It assumes that there is a personal text knowledge base
(PTKB), which consists narrative sentences providing personal information about the users.
Specifically, the developed system consists of the following key modules. (1) Statement
ranking: given the context of the conversation and the current user utterance, this module
returns a ranked list of PTKB statements based on their relevance, which reflects the user’s
persona; (2) Passage ranking: given the context of the conversation, the current user
utterance, and the PTKB statements, this module is responsible for retrieving a ranked list
of passages from the document collection; (3) Response generation: this module returns the
answer text as a response to the user. In particular, the response should be a generative or
abstractive summary of the relevant passages. The experimental results based on the dataset
released by TREC iKAT track show that: (1) For PTKB statement ranking, our method
achieves the best performance in terms of MRR on the set of iKAT organizers' assessments.
It also shows superior performance over the baseline based on GPT-4. This indicates that a
fusion of multiple LLMs is a promising choice when tackling problems of this kind. (2) For
passage ranking, on one hand, one of our proposed strategies is able to achieve comparable
performance as Llama2-based baseline. On the other hand, our analysis indicates that the
way of incorporating PTKB statements for personalized retrieval matters, where a direct
concatenation is not recommended. (3) For response generation, our proposed method is able
to generate grounded and natural personalized responses, and is comparable to the top-tier
LLM-based baseline.

A vegan who is Topic: alternatives to cow’s milk
Personal text concerned about User: Can you show me some alternatives to cow’s milk?
the environment System: As a vegan concerned about the environment, there

knowledge base
£ are different plant-based milk alternatives. For example,

1. Almond milk has a nutty flavor and is often a good source
of vitamins and minerals.
2. Soy milk is a plant-based option that is rich in protein and

Document collection * Passage ranking can be a good substitute for cow's milk in many recipes.
* Response generation

* Statement ranking

Figure 1. An illustration of the focused CIS system

Group-2: Federated optimization. Besides a direct application of the traditional
federated learning algorithm (namely a decentralized learning manner where multiple
clients collaboratively train a global model while keeping their data local), we tried to explore
how to improve it. For example, we explored a new federated learning framework [9] in the
shuffle model and a simple protocol extended from existing work.

Group-3: Semantic matching. To cope with this challenge, we explored from different
directions and achieved promising outcomes, such as incorporating personalized context [1],
diversified result ranking [10], taking into account the temporal features [8, 13], direct metric
optimization [6, 10], and deploying LLMs for advanced ranking [1, 2, 4]. Take the proposed
direct metric optimization for diversified document ranking for example, we proposed a novel
framework through direct metric optimization for search result diversification based on the
score-and-sort strategy. The experimental results on benchmark collections show that the
proposed method achieves significantly improved performance over the state-of-the-art
results.
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