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This project aimed to utilise for the purposes of language teaching two
parsed corpora developed largely in tandem: the NINJAL Parsed Corpus of Modern Japanese (NPCMJ) and
the Treebank Semantics Parsed Corpus (TSPC). While these corpora are for very different languages,
Japanese and English respectively, there is considerable overlap, both in terms of parallel data, as

well as principles of linguistic analysis, and the accessibility of the analysis through a shared
web-interface with search functionality.

The research plan involved developing a program for language teaching using these parsed corpora.
Components developed were: 1) a grammar textbook focused on English language learning for Japanese
students at university level, 2) further enhancements to the grammatical analysis of the corpora,
notably adding codes to mark the complementation patterns of verbs, and 3) the development of a "
toolkit"” for analysis creation, for students to start analysing their own written language.
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Background

There is now widespread use of corpora in language education for stages of textbook
creation, where they provide the grounds for establishing what is real language use.
Corporaof second language |earners have been created as abasis for identifying common
mistakes. For education in the classroom, there is a tradition of using concordance
software for students to gain access to the language data of corpora (see e.g., Reppen
2010).

Parsed corpora add linguistic mark-up and constitute extremely careful considerations of
the data. Parsed corpora have been created for many languages, and some include wide
historical timespans. When data is given very detailed analysis, there can be automated
extractions of insight from the pre-analysed data, so students can gain experience from
consequences of analysisthat will be exposing explanations for productive language use.

This project aimed to utilise for the purposes of language teaching two parsed corpora
developed largely in tandem: the NINJAL Parsed Corpus of Modern Japanese (NPCMJ;
Yoshimoto et a. 2022) and the Treebank Semantics Parsed Corpus (TSPC; Butler 2023).
While these corpora are for very different languages, Japanese and English respectively,
there is considerable overlap, both in terms of paralel data, principles of linguistic
analysis, and the accessibility of the analysis through a shared web-interface with search
functionality.

Purpose

The NPCMJ and TSPC parsed corpora, as well as the parsing systems that underlie their
creation, have great potential for use in scenarios of language teaching. In particular, the
parsing systems amount to the realisation of a “toolkit” for analysing sentences of
Japanese and English.

Theinnovation of the research isthe ambition to use parsed analysis directly for language
teaching. Thisis now possible because there are Japanese and English corporato search
with related analysis. There are also automatic tools to complete much of the tedious
aspects of analysis creation.

The way offered for language learners to be able to make the most sense of the parsed
analysisisto first become involved with the actual creation of parsed analysis, followed
by supporting visualisationsto assist with making the anal ysis approachabl e and rel atable
to points of grammar students are learning.

The research has contributed demonstrations of how to apply the analysis toolkit to real
textual materials, including students own work. Seeing text analysed is to see the
embodiment of grammatical understanding. This promises to equip students with skills
to criticise and improve their own language use through experiencing implications drawvn
from rich grammatica analysis.

Method

Theresearch plan involved devel oping aprogram for language teaching using the NPCMJ
and the TSPC parsed corpora. Components devel oped were:

1) a grammar textbook focused on English language learning for Japanese students at
university level,

2) further enhancementsto the grammatical analysis of the corpora, notably adding codes
to mark the complementation patterns of verbs, and

3) the devel opment of a"toolkit" for analysis creation, for studentsto start analysing their



own written language.

Textbook development was branched into: (i) an introductory guide for the English parsed
corpus, and (ii) asupplement to a published textbook linking to corpus queries. Many “to
do” tasks were created to encourage active learning. Results were released on the web.

While the size of the TSPC for English parsed data didn't change (43,850 trees; 468,868
words), many improvements were made to the analysis. Most notably, there was adding
of verb codesto mark verb complementation information together with markingsto signal
when adverbial items (adverbial particlesand preposition phrases) areverb selected. Also,
more marking was included to resolve anaphoric connections, so as to capture records of
discourse coherence.

The largest amount of work went into improving the "toolkit" for producing syntactic
parse and semantic dependency analysis for English sentence input. The parsing system
IS accessible on the web.

The developed parsing system provides very wide input coverage while also enforcing
grammatical rules. This has involved developing techniques for wide coverage parsing
analysis of English to build up parse information from rich word information. The rich
word information is made with markers of word class and grammatical codes.
Grammatical codes given to verbs double as partial indicators of word sense, offering key
insights into word sense that are independently of value for English language learners to
know.

Reaults

A notable achievement is that parsed results present full syntactic parse content, in the
sense of offering constituent structure with: (i) rich tag labels that give form and function
information, (ii) zero elements with indexing to mark the place of interpretation for
unbounded dependencies, and (iii) traces for relative clauses. This rich parse information
supports resolving semantic dependencies beyond internal clause relations, such as
control relations. Consequences of analysis are made clear from visualisations of the
derived semantic dependencies.

The rich word information required to support the parsing can be supplied by students
who are learning about grammatical analysis. This takes away the mundane crunching
tasks of reaching parse anaysis while leaving the task of providing the essential
information (word class and grammatical codes) to determine the directions a parse takes.
Thesearereally hard decisions of parsing that computersare still not very good at making,
but this is exactly the information that humans excel at giving and are representative of
in-depth insight into language competency, so skills language learners need to master.
Applying the system in the classroom has demonstrated the great personal satisfaction
learners can gain from being responsible for successful language analysis.
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