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Development of statistical analysis methods focusing on curvature information
latent in data
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In this study, we proposed a new statistical analysis method that combines
two types of distance transformations, namely a and B distances, by focusing on the distance and
curvature of the data space. Furthermore, we applied this method to calculate generalized variances
that take advantage of geometric features caused by annual cycles, successfully capturing new
abnormal variations in rainfall data. Additionally, we applied the theory of metric cones, which was

introduced for the first time in data analysis during the proposal of 3 distance transformation,
to graph embedding, proposing a new method that automatically extracts the hierarchical structure of
network data. These results were presented at international conferences and published as academic
papers.
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