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Hybrid method for iterative CT reconstruction and deep learning
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We develop a hybrid method of iterative CT reconstruction and deep learning.
For the pre-training of generator and discriminator, we train CycleGAN model to improve
Mega-voltage CT (MVCT). We introduce several loss functions, which impose structure preservation of
the input image. Our deep learning model nicely improve image quality of MVCT with reducing the
structure changes. Then, we incorporate the generator into the iterative CT reconstruction. This
hybrid CT reconstruction method exceeds the previous reconstruction methods such as iterative
reconstruction and deep image prior reconstruction in terms of SSIM and PSNR.
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