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Al-based large-scale text data analysis for optimizing outcomes of specific
health guidance.
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In this study, a longitudinal evaluation of the content and results of
specific health guidance was conducted by comparing health guidance records with health check-up
information. The health guidance records were classified and analysed using machine learning, and it
was visualised that the content of health guidance could be classified into four or six categories.

Furthermore, a model for predicting a 5 cm reduction in abdominal circumference at the health
check-up one year later was constructed from the health guidance records using deep learning, and a
model with an accuracy of 62% was constructed. On the other hand, existing analysis methods were
used to examine the recipients® reactivity to “specific health guidance.” It was found that
attitudes and behaviours towards obesity were associated with weight loss due to health guidance.
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