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The significance of our results is that now we have better tools to study sequences containing many
repetitions, which can lead to a better understanding of compression and pattern matching
algorithms, which are of critical importance to our web infrastructure and computing in general.

The research goal was to obtain better upper bounds on the number of
distinct repetitions of the form xx...x that can occur in a sequence. We introduced a new approach
to study the number of such repetitions through the set of positions their root x occurs in the
sequence, called the cluster of the repetition. We aimed to show that each cluster must be larger
than the number of other clusters included in it.

During the project we first proved that our conjecture about clusters in some special cases. In the
final year we worked on extending a recent result by Brlek and Li that proved the upper bound on
such repetitions equal to the length of the string divided by the exponent minus one, using Rauzy
graphs. We managed to extend the approach to prove our conjecture regarding the clusters of distinct

repetition roots. Our result opens up new directions for i1nvestigating repetitions in strings by
considering the nested cluster structures of the repetition roots.
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Repetitions and periodicities are fundamental topics in the combinatorics of character sequences (words),
and their study goes back to the founding of the field by Axel Thue. The most basic repetitive structure is
xx, where x isaword. These are called squares, due to their form xx = x2. Wetalk about cubes, such as
xxx = x3, and in general k-repetitions x*, where x istheroot and k isthe exponent. Examplesexist
in natural languages, e.g., hotshots = (hots)?, but binary sequences which store most of existing data
generally contain significantly more repetitions.

The last two decades of research on repetitions focused in particular on maximal repetitions (runs) and
distinct repetitions. Efficient algorithms for finding them were proposed and bounds on their maximal
number have been extensively investigated, see [Crochemore, llie, Rytter, Theor. Comp. Sci, 2009]. In the case of
runs, Bannai et al. gave an elegant proof that the upper bound is less than the length of the word [SIAM J.
Comput., 2017], very close to the best known lower bound. The case of digtinct repetitions, however, was
still wide open. Fraenkel and Smpson proved that the number of distinct squaresin aword of length
n isat most 2n and conjectured that the bound is lessthan n [J. Comb. Theory, Ser. A, 1998]. The best
known upper bound at the start of the prject was 11n/6 [Dezaet d., Discr. App. Math., 2015], whereas the best
known lower bound is smaller than n. We proved earlier (Fazekas et al., 2008) that the bounds for distinct
repetitions x* arequadratic, 8(n?), for all exponents 1 < k < 2, highlighting the significance of squares,
the smallest exponent where the upper bound is linear. For integer exponents k > 2, we showed earlier
(Fazekas et a, 2011) that the number of distinct k-repetitionsis awayslessthan n/(k — 2).

The purpose was to improve the upper and lower bounds on the maximal number of distinct
repetitionsin strings, searching to prove the then 20-year old conjecture of Fraenkel and Simpson. In order
to achieve this, | aimed to develop the theory of clusters of repetition roots, which additionally could
lead to general theorems about k-repetitions rather than fragmented results for specific values of k.

The approach | proposed has several original features, relating distinct repetitions to number of
occurrences of factors, which allows fundamentally different reasoning than before:

e Represent digtinct repetitions by the clusters of their root (see CLUSTERS) instead of the
previously used distinguished position of aparticular occurrence (e.g. start of the rightmost occurrence,
etc.) and group therepetitionslexicographically (see CLUSTERS);

e Count digtinct repetitions with a common prefix as a function depending on the number of
occurrences of the common prefix. This brings a new strategy in proving upper bounds. show that
the size of a cluster is greater than the number of clustersit includes (see GOALS).
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According to the original plan | worked mainly with research collaborators Robert Mercas (L oughborough
University, UK) and Shinnosuke Seki (UEC, Tokyo), both of whom published important results previously
on the topic.

First, we worked on bounds for a single inclusion chain of clusters (GOAL 1), where the roots are
totally ordered by the prefix ordering. We showed [1] that the conjecture holds for exponent 2, by
considering so called anchors of distinct squares.

Next, we worked on generalizing the result on single inclusion chains to higher exponent and showing
that the lower bound on the size of clustersis optimal by an effective construction [2].

Thefinal piece of the puzzle was to prove the conjecture in general, that isin cases when two or more
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incomparable chains are included in a cluster (GOAL 2). This proof came together in the final year by
collaboration with Shuo Li (Université du Québec a Montréal). The manuscript describing the final result
is still in preparation with Li and Mercas. The approach used there is an extension of the method used by
Brlek and Li to prove the Fraenkel and Simpson conjecture in 2023. It uses so called Rauzy graphs (see
below), which we generalized to X-Rauzy graphs, that model the relationships among factors sharing a
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common prefix X in agiven word. By giving upper bounds on the number of short cycles in those graphs
we showed that the cluster of each root U is strictly larger than the number of distinct repetition roots that
have U as a prefix. This is a stronger result than the one conjectured by Fraenkel and Simpson, which
implies the upper bound on the number of distinct repetitions proved by Brlek and Li.

Our results open up new directions for investigating repetitions in strings by considering the nested
cluster structures of the repetition roots, and studying what structures allow for high repetition density in
the strings. We showed earlier that our lower bound on cluster sizes is optimal when the roots are linearly
ordered by the prefix relation. An interesting question to pursue iswhether thelower bound is optimal when
the roots form anon-linear partial order under the prefix relation.

| also tried an alternative approach to investigate the dense packing of squares while working with Seki.
We introduced square networks (see example below) on words [3] which are bipartite graphs that model
the relationships between various kinds of distinguished positions of distinct squares and their absolute
position in agiven packing word. We showed that certain structural restrictions on square networkstrandate
directly to upper bounds on the number of distinct squares.
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