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We addressed several fundamental problems of query processing for
learning-based data management. We developed two solutions to efficient processing of queries on
embedding vectors: the first works for binary high-dimensional vectors and efficiently returns
answers for similarity search and join queries with Hamming distance constraints; the second handles

approximate nearest neighbor search for real-valued high-dimensional vectors by utilizing
hierarchical graph structures. We studied the processing of queries with learning-based predicates
and developed methods that generate fast query plans through cardinality estimation. We performed
system prototyping and evaluation, and released the source codes of our software at GitHub. The
outcome of this ﬁroject provides practical methods for learning-based data management and
contributes to the development of next-generation data management systems.

ML for DB



Recent decades have witnessed a rapid proliferation of data. In the meanwhile various
machine learning (ML) models have been developed for a wide range of challenging tasks. A
recent trend in the database (DB) research area is to utilize ML techniques for DB
problems, such as entity matching, near-duplicate detection, and query optimization.
Despite some early attempts from the DB research community, two key questions
regarding ML for DB are yet to be addressed. First, the execution speeds are not efficient
for large datasets, hence limiting the applicability of ML methods on large datasets. Second,
existing ML for DB methods were mainly developed for specific applications (e.g.,
healthcare and product specification) and thus it is difficult to transfer them to other
application scenarios, even if the underlying models are exactly the same. Consequently, it
is necessary to develop novel data management methods to cope with the efficiency issue

from a generic perspective to benefit a wide range of DB problems and their applications.

This project aims at addressing fundamental problems and designing novel methods to
improve the efficiency of data management systems that integrate ML methods. Three
tasks are performed in this project: (1) developing efficient query processing for embedding
vectors, (2) developing generic blocking techniques to process queries with ML-based
predicates, and (3) prototyping a system that integrates the proposed methods and
evaluating it on large-scale datasets. This project is characterized as an exploration in the

next-generation core DB technology which features ML techniques in a variety of tasks.

We develop efficient indexing and query processing techniques for embedding vectors,
utilizing the pigeonhole principle for filtering and hierarchical graph structures for
indexing. To develop generic blocking techniques, we focus on the processing of conjunctive
queries of similarity predicates generated through active learning, and design solutions

that generate fast query plans using accurate cardinality estimation.
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(CardNet) is up to one order of magnitude faster
than the traditional method (DB-US) that employs sampling techniques for cardinality
estimation. We also developed a method that specializes in real-valued
high-dimensional vectors and improves the accuracy of cardinality estimation [4].
(Task 3) We finished system prototyping and evaluated the methods developed in this
project using large-scale datasets. We released the source codes of our software [5, 6, 7,
8] at GitHub. We reported our discoveries in this project and gave tutorials [9, 10] at
top-tier academic venues.
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