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The distribution of data in different modalities are inconsistent, which makes it difficult to
directly measure the similarity across different modalities. The proposed technique of cross-modal
embedding learning can help improve the performance of cross-modal retrieval, recognition, and
generation.

This project focused on cross-modal embedding learning for cross-modal
retrieval. The main challenge is how to learn joint embeddings in a shared subspace for computing
the similarity across different modalities. 1) We proposed a novel deep triplet neural network with
cluster canonical correlation analysis (TNN-C-CCA), which is an end-to-end supervised learning
architecture with audio branch and video branch. 2) We proposed a novel variational autoencoder
(VAE) architecture for audio-visual cross-modal retrieval, by learning paired audio-visual
correlation embedding and category correlation embedding as constraints to reinforce the mutuality
of audio-visual information. 3) We proposed an unsupervised generative adversarial alignment
representation (UGAAR% model to learn deep discriminative representations shared across three major
musical modalities: sheet music, lyrics, and audio, where a deep neural network based architecture
on three branches is jointly trained.

Cross-Modal Correlation Cross-Modal Embedding



Brain sciencetellsusthat human sense and cognize the world through the fusion of multiple sensory
organs. Accordingly, a same object is represented in different modalities (vision, sound, and
language, etc.), and the complementary information helps users better understand the real world.
Evolution of mobile technologies has enabled people to share their multimedia data (e.g., image,
video, audio, blog) in different modalities, to show what they areinterested in. Consequently, these
multimodal data and information are accumulated on the Internet at an unprecedented scale, which
motivates us to use artificia intelligence to model the cognitive process of human from these big
data.

Cross-modal retrieval isto retrieve data in one modality by a query in another modality, which
has been a popular topic in information retrieval, machine learning, and database. It has two major
issues: i) Thedistribution and representations of data in different modalities are inconsistent, which
makes it difficult to directly measure the similarity among data in different modalities. ii) The
training data only cover all known categories, which makesit difficult to handle emerging datawith
new categories. To solve the issue i), existing cross-modal retrieval methods mainly focus on
multimodal correlation learning where data in different modalities are projected in a common
subspace to calculate the similarity. Unfortunately, the issue i) is not addressed before.

Thisproject studies cross-modal embedding learning which can be applied for cross-modal retrieval
over large-scale dataset. Our goal isto enhance the scalability of cross-modal retrieval inintelligent
or advanced reasoning systems where new data with unknown categories are continuously
emerging. To this end, various deep architectures are developed to learn and predict categoriesin
the model training stage. Moreover, adversarial contrastive learning and attention mechanism
techniques are used to enhance modality invariance in the embedding and better correlate data in
different modalities with inconsistent semantics and heterogeneous distributions. In addition, all
these are designed in a unified framework.

In this project, we mainly studied embedding learning between different modality data. This kind
of embedding learning can be established as a supervised, semi-supervised or unsupervised task
depending on how relations between modalities are used. We focus on supervised learning and
unsupervised learning between audio-video and melody-lyrics.

In this research project, various deep embedding models are investigated to capture and
synchronize semantic information between different modality data, which facilitates to build the
cross-modal embedding space. Several techniques are investigated. Canonical correlation anaysis
(CCA) isavery popular method for linearly embedding multimodal datain a shared common space,
and Deep CCA (DCCA) is an extension of CCA which tries to capture the non-linear correlation.
These methods aim to maximize the correlation between different modality data.

Attention: In neural networks, the effect of attention aimsto enhance some parts of the input data
while enervating other parts. It can be utilized for enhancing semantic cross-modal information to
align audio and visua sequences through a dynamic pooling process that allows to learn relations
between sub-elements.

Transformer: It is an encoder-decoder model with self-attention mechanism as well as positional
encoding, which can be exploited to capture sequentia cross-modal semantic information between
audio and visual cross-modal data.

Generative Adversarial Networks: The generative model is learned for subspace embedding by
capturing real data distribution, and the discriminative model is used to discriminate between real
data and generated fake data via a minimax game. When the discriminative model is used for
modality recognition on the embedding of real data and generated fake data, adversarial learning
helps to generate modality-invariant embedding in the target subspace.

Auto-Encoders. AEs are unsupervised encoder-decoder models that create latent representations
through reconstruction. The latent representation reflects the structural distribution of the original
data (similar to summarizing/reducing dimensionality).

Inthe past three years, this project focused on cross-modal embedding learning applied to audio-visual cross-
modal retrieval and cross-modal music retrieval. The main challenge of audio-visual cross-modal retrieval
task is how to learn joint embeddings in a shared subspace for computing the similarity across different



modalities, where generating new representations is to maximize the correlation between audio and visual
modalities space.

4.1 Main research achievement in audio-visual cross-modal retrieval

In the work published in ACM TOMCCAP journal, we propose a novel deep triplet neural network with
cluster canonical correlation analysis (TNN-C-CCA), which isan end-to-end supervised learning architecture
with audio branch and video branch (Figure 1). We not only consider the matching pairsin the common space
but also compute the mismatching pairs when maximizing the correlation. In particular, two significant
contributions are made: i) a better representation by constructing deep triplet neural network with triplet loss
for optimal projections can be generated to maximize correlation in the shared subspace. ii) positive examples
and negative examples are used in the learning stage to improve the capability of embedding learning between
audio and video.

In another work under reviewing, we present a novel variational autoencoder (VAE) architecture for
audiovisual cross-modal retrieval, by learning paired audio-visual correlation embedding and category
correlation embedding as constraints to reinforce the mutuality of audio-visual information. On the one
hand, audio encoder and visual encoder separately encode audio data and visual datainto two different
latent spaces. Further, two mutual latent spaces are respectively constructed by canonical correlation
analysis (CCA). On the other hand, probabilistic modeling methods is used to deal with possible noise
and missing information in the data. Additionally, in this way, the cross-modal discrepancy from intra-
modal and inter-modal information are simultaneously eliminated in the joint embedding subspace.

We further conclude a survey for recent advances and challenges in deep audio-visual correlation
learning, which is available in arXiv.
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Figure 1 The overall framework of our TNN-C-CCA model. It consists of two parts: feature extraction and
TNN-C-CCA training. We apply Inception V3 and V ggish model to extract feature, then explore cluster-CCA
to learn the correlation with cluster segregating and select triplets as input for deep TNN training. In the deep
TNN, there are three branches: anchor, positive, and negative. Positive and negative branches shared the same
weights. Anchor branch is trained by audio data, positive and negative branches are trained by visual data.

4.2 Main research achievement in cross-modal music retrieval

In this work, we propose an unsupervised generative adversarial alignment representation (UGAAR) model
to learn deep discriminative representations shared across three major musical modalities: sheet music, lyrics,
and audio, where a deep neural network based architecture on three branchesisjointly trained. In particular,
the proposed model can transfer the strong relationship between audio and sheet music to audio-lyrics and
sheet-lyrics pairs by learning the correlation in the latent shared subspace. We apply CCA components of
audio and sheet music to establish new ground truth. The generative model learns the correlation of two
couples of transferred pairsto generate new audio-sheet pair for afixed lyrics to challenge the discriminative
model. The discriminative model aims at distinguishing the input, to tell whether it is from the generative
model or the ground truth. The two models are simultaneously trained in an adversarial way to enhance the
ability of deep alignment representation learning.
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https://github.com/yyllab/Lyrics-Conditioned-Neural-Melody-Generation




