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Development of multi-lingual speech-based emotion recognition system by using
heterogeneous emotional speech corpus
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In this study, we were able to make a common speech emotion feature space
between heterogeneous languages, Japanese and English, by constructing a system based on feature
normalization and multi-task learning. Particularly in language-independent tasks of inputting
Japanese speech into a system built entirely of English speech, the proposed triplet network
provided a 35.61% performance improvement from 45.05% to 80.66%. We also proposed an ensemble method

based on a domain adversarial neural network. For the individual system, the recognition
performance of domain adversarial neural networks is lower than that of domain-dependent multi-task
learning, but the performance of the proposed method using an ensemble method is reversibly higher.
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