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i _ In this study, we aimed to construct an environment in which _humans can
interpret the meaning of learned classification patterns in text-based deep learning. That is, we

constructed an interface that facilitates human interpretation of learning results from deep
learning networks, DNNs (Deep Neural Networks) and RNNs (Recurrent Neural Networks) with recursive

structures. The interface visualizes the learned networks and displays them with word labels.
In an evaluation experiment, we asked subjects unfamiliar with deep learning to interpret the

classification patterns of the learned text set displayed on the interface, and verified the
validity of the interpretation.
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