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Realization of deep reinforcement learning in real environment and its
application to swarm robots
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In this study, we realized deep reinforcement learning in real environment
and applied it to acquiring cooperative behavior of swarm robots. First, we investigated the method
to reduce the difference between the simulation environment and the real robot environment. Using
this method, we achieved behavior acquisition based on visual information for a single mobile robot
using deep reinforcement learning. Next, assuming the environment in which multiple robots exist, we

achieved the acquisition of cooperative behavior for real swarm robots. More concretely, we
realized to acquire following and overtaking behaviors as cooperative behaviors in swarm robot
environment by deep reinforcement learning to enable robot. Finally, in order to improve the
explainability of robot action selection using deeﬁ reinforcement learning, we confirmed the
effectiveness of visualizing the attention area, that indicates which area in the camera image the
robot focused on when selecting an action.
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