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This project concerns the “ dynamical model training” of neural networks

which involves a training process that switches multiple models and maps implemented during a single

learning process. It aimed to clarify the methods and conditions for obtaining a superior map in
the desired model in an efficient manner. In model compression using dynamical model training in
convolutional neural networks (CNNs) for image classification, methods using multi-stage switching
and map selection by distillation with selective transfer of meritorious nature have been proposed.
There, it was clarified that a gradual change in the model size and merit-based distillation
contribute to the improvement of the performances of the compressed networks. In addition, a method
for modality selection in image classification using multimodal features was proposed, and its
effectiveness was shown.
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