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The project explored the use of social robots to study and support the
intellectual and behavioural impact of higher education. A quantitative and comparative analysis of
teaching styles and students’ behaviour was conducted in university classrooms and the behaviours
of an artificial agent have been developed to react in real-time.

We collected behavioural data of students in classrooms using marker-less camera base technology.
Then we developed a software tool for automated and quantified behavioural analysis of the data and
created models of the learning styles and their relationship with students’ behaviours using big
data. Finally, we deployed the models in social robotics virtual agents that could support online
courses’ material development and teachers’ training.



Developed countries are facing a well-documented engineering skills crisis, as the supply of
individuals into engineering occupations is not keeping pace with demand. At the same time the
number of MOOCs, on-linetrainings and certifications hasn’t ceased increasing. Thisisan opportunity
for people that have not chosen at first a training in STEM (Science, Technology, Engineering, and
M athematics) and wish to change career, for the underrepresented population of women and minorities.
However, as Hone et a. reported in their study in Computer and Education 2016, MOQOCs often fail
in being engaging and drop-out rate is high because of the lack of interactive content as shown in Fig.
5 top left corner. To improve the quality of the teaching in such coursesit is important to understand
students behaviour when taking the course and to develop more engaging teaching material. Recent
development in AR (Augmented Redlity) and in persona robotics have democratized such
technologies and they are now relatively accessible as can be seenin Fig. 1 and Fig. 2 and in my past
work. The inclusion of robotics avatar or the use of real robots to support teaching material of online
course present multiple advantages as they can be programmed to react to the student behaviour in
real time and improve engagement to sustain learning. With the new development of motion capture
technology, it is now possible to use single camera data and obtain the subject motion data with
algorithms and libraries such as “open pose’. New devices allow a so to track head and eye movement
with a good accuracy without being too invasive and impeding the student.

Definition of presentation

Fig. 1 Teaching avatar in VR environment Fig. 2 Teaching robot in real environment

The purpose of this research is two-fold. It consistsin:

1. Collecting lecturers and students behaviour data and learning ability data during classroom
lectures and during online courses using motion capture technology and eye tracking technology and
camerato develop and eval uate a portable and aff ordable measuring tool; and analysing thisdatausing
state of the art machine learning algorithms such as deep neural networks to discover the features and
correlation between engagement, learning ability and behaviour.

2. Developing the appropriate behaviour of a small humanoid robot that will improve the quality of
learning during online teaching, as seen in Fig. 2, by reacting to the behaviours detected in 1.
Adequately and using the best teaching styles to increase engagement.

This research is based on our previous findings where teaching styles and students gaze data were
recorded using an eye tracking system and analysed and annotated manually as shown in Fig. 3 and
Fig. 4.

Fig. 3 Manual annotating and analysis of Fig. 4 Gaze tracking results: region of
video of lectures interest are marked in orange



Data collection: using motion capture technology (camera and Open-pose or Mediapipe) and eye
tracking technology we collected the behaviour data of students. This data contains different
behaviours during a lecture and the effect of material and lecturer’s actions on concentration and
learning ability.

To be able to analyse the data objectively questionnaires about personality, learning styles etc...were
used. Quizzesto check the retention of the class content have also been.

Big data/Machinelearning: al the collected datain A were then processed for analysiswith machine
learning algorithms. This data allowed us to create an offline behaviour analysis software of both
lecturer and students’ behaviours, enabling us to choose the relevant features for step C. Relevant
features will be compared with the know-how in education and see if they arein adequation or if other
features need to be considered.

Realtime behaviour recognition system: The relevant features found in B. were then used to develop
areal-time algorithm to identify the changes in students behaviour as shown in Fig. 5. Again, thisis
based on an implementation of machine learning algorithm in real-time for classification.
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Fig. 5 Student’s state estimation from facial recognition, facial expression and pose.

Development of an avatar teaching assstant: using participatory design two teaching assistant
digital avatars (Fig. 6) were created and tested.

Fig. 6 Teaching assistants avatars developed from the participatory design workshops

Our research was timely as with the pandemic a sudden shift in education operated, and for more than
a year al classes went online. Rather than focusing on the lecturer’s behavior we focused on the
student’s behavior solely as students wellbeing was challenged. The research topic that was quite
abstract for many in 2019 became suddenly very practical. Our research results have proven that even
with minimum equipment it is possible to use video data to evaluate student’s engagement and
behavior during online lectures. That machine learning techniques allow to extract in reatime this
information and it can be used to animate a character (in our case a digital avatar). One important
outcome despite the technical feasibility we have showed, is the necessity for adaptive behaviors of
the avatar and the necessity for personalization. Students' personality, learning style and environment
affect the requirements for the avatar. However the development of 3D technology is very promising
and could be used together with physical avatars.
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