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Cognitive Economy in Reusing Policy Selection for Reinforcement Learning Robots
Based on Prototype Theory
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In order to realize cognitive economy of reinforcement learning robot using
transfer learning, we studied categorization of reusing learning policies, extraction of prototypes
in category, and speed-up of reusing policy selection. For shortest path search problem, we
performed networking of reusing policies based on spreading activation model, categorization of
policies using K-means++ based on prototype theory, and extraction of prototypes by averaging
policies within a category, and confirmed the reduction of learning time through computer
experiments. We also performed parallel computation using computer clusters for speed-up of
computation during policy selection, and verified the effectiveness by implementing the method on an

autonomous mobile robot. For object shape categorization and Erototype extraction, primitive shape

recognition was performed by learning, and shape-appropriate object manipulation was executed.
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