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This Broject has established evaluation methods for predictive models based
on Bayesian predictive distributions that are applicable to high-dimensional models including count
data models. The Widely Applicable Information Criterion (WAIC) has been extensively used for
evaluating predictive models based on Bayesian predictive distributions. We demonstrated the
theoretical validity of WAIC in high-dimensional models and established efficient computational
methods for high-dimensional models, including deep learning. Furthermore, we established an
extension of WAIC, the Posterior Covariance Information Criterion (PCIC), which accommodates cases
where there are weights on observations, different evaluation functions for predictions and
observations, and predictive evaluation functions other than the logarithmic loss.
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