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We studﬁ learning dynamics of machine learning models, aiming to understand
why high-dimensional models such as deep learning work well and to develop efficient learning
methods. In particular, we obtained the following results for the (stochastic) gradient descent
method, which iIs a representative learning method.

(1) We proved that the classification error converges exponentially under low noise conditions for
classification problems using linear models. (2) We proved that the generalization ability of the
two-layer neural network trained by the stochastic gradient descent method achieves optimal
efficiency by refining the NTK theory. (3) We developed a way for analyzing neural networks based on
the functional gradient theory of transport mapping and proposed a new learning method. (4)We
developed an optimization dynamics of mean-field neural networks and proved its convergence.
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