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The purpose of this research is to gain mathematical insights for deep
learning, based on the analysis of random neural networks. Toward this goal, we first analyzed the
eigenvalues of their Fisher information matrix, which determine the geometric structure of the
parameter space. This allowed us to provide a quantitative explanation of the effects of
normalization layers and appropriate settings for learning rates. In the NTK regime, characterized
by learning within the range of perturbation around initial random weights, we clarified the
appropriate designs of approximated natural gradient methods. Related to associative memory models,

we elucidated Boltzmann machines corresponding to Modern Hopfield networks and the memory recall

process in VAEs.
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