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MVG Modularly Varying Goal
MVG

By applying MVG (Modularly Varﬁing Goal) to a neural network that learns
realistic data sets, which is, giving repeatedly switching goals while learning, we clarified that a
highly modular neural network can be obtained and it can reduce catastrophic forgetting.
Furthermore, MVG is also applied to deep reinforcement learning agents. We clarified that compared
to the neural network trained only for the immediate environment, the neural network trained while
repeatedly giving temporally or spatially different environments in addition to the immediate
environment can suppress the decrease of learning accuracy when encountering an unlearned
environment.
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