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In the context of speech communication using communication technologies,

accurately conveying paralinguistic information such as emotions, intentions, attitudes, and speaker
identities becomes challenging due to the absence of visual and other relevant cues. In this study,
we developed a neural network capable of modeling the relationship between paralinguistic
information and acoustic features of speech. Our research focused on exploring techniques to convert
and enhance speaker identities and emotions. By employing the Boltzmann machine and related models,
we were able to propose several approaches. These include a method that enables speaker identity
conversion between individuals not included in the model®s training, a method that concurrently
converts speaker identities and emotions, and a method that decomposes voice into factors, allowing
for voice impression conversion through factor manipulation.
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