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With the proposed model of TCP/NC tunneling, we can apply the advantage of TCP/NC on the practical
loT networks where the link is almost unstable, lossy. It can improve the data transfer performance
to adapt to the requirement of loT scenarios, e.g., the next generation of cloud/edge computing.

My research focuses on improvinE TCP/NC protocol and proposin? its
application called TCP/NC tunneling in the lossy network. The proposed TCP/NC can apply in many
scenarios such as PLC networks, heavy and burst lossy networks, bi-directional loss networks, and
multipath networks. And the proposed TCP/NC can achieve a high goodput performance compared to other
protocols. Besides, the proposed TCP/NC tunneling also proves its advantage in applying some
specific scenarios, such as loT networks, where cannot apply TCP/NC (e.g., limitation of end
devices)
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Transmission Control Protocol (TCP), as transport layer communications protocol
between end-nodes, has along history with gradual improvements and is still dominant
for reliable end-to-end data transfer with network congestion control. However, TCP
cannot operate effectively (e.g., low data goodputs) on lossy networks especialy with a
long Round-Trip Time (RTT).

One the other hand, the demand for Internet of Things (IoT) applications is growing
rapidly with penetration of 10T devices in wild and diverse network environments, e.g.,
Power Line Communications (PLC), Low-Power Wide-Area (LPWA) wireless networks,
and Vehicular Ad-hoc Networks (VANET), which are often characterized by a high loss
rate and/or a long RTT. In addition, the performance of end-to-end data transfer should
be considered from diverse aspects such as goodput, latency, and energy-efficiency. One
extreme approach is an individually optimized transport layer for each environment that
should be implemented on all end-devices but seems unpractical due to its deployment
costs. Therefore, how to realize end-to-end data transfer effectively in such loT
environments with no or few changes of end-device's communication protocol stack is a
key challenge to support the future smart society.

Purpose of the research is improving the TCP/NC in many 10T scenarios, such as (1)
heavy and burst lossy networks (e.g., wireless multi-hop networks) where the packet loss
rate is high and many packet losses occur consecutively, (2) multipath networks where
the packet can arrive the destination not in order, (3) bi-directional 1oss networks where
the packet loss in both directions, and (4) PLC networks.

Besides, we propose the new TCP/NC tunneling model to bring the TCP/NC’s advantage
in some specific networks where cannot apply the TCP/NC on some devices (e.g., dueto
the limitation of the hardware). TCP/NC tunneling can help to improve the performance
of the current 10T network with no or few changes of end-device's communication
protocol stack.

a. We study and investigate the lossy networks to know the packet 1oss behavior.

b. We emulate the packet loss in the simulation tool of ns-3 (Network Simulator 3).

c. Based on each packet loss behavior. We propose the new algorithm to overcome
the packet loss and improve the transmission performance of TCP/NC.

d. Weimplement the new agorithm and test it on ns-3.

e. We compare the new proposal and the previous, traditional protocol to evauate
the proposal.



We proposed 3 enhanced version of TCP/NC in 3 specific scenarios and one enhanced
TCP tunneling:

a. TCP/NC with Bidirectional Loss Tolerance (TCP/NCwBLT).
The proposed TCP/NCwWBLT can work in bi-directional and burst loss conditions for
reliable and efficient data transmission in severe environments. Our technical
contributions include adding 32-bit information on recent data arrivals into the NC-ACK
header, introducing a timer-based ACK retransmission at the sink, and a duplicate ACK
generator at the source. Those enhancements make precise data loss estimation and TCP
retransmission significantly robust and fast in bi-directional loss condition, especialy
with burst ACK loss, and thus increase both the bandwidth efficiency and longterm
goodput. The proposed TCP/NCwBLT outperforms TCP SACK, TCP Westwood+, and
the recent variant of TCP/NC (e.g., TCP/NCwWLRLBE) in synthetic simulation scenarios.
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b. TCP/NC with Packet Reordering Tolerance (TCP/NCwPRT).
The proposed the scheme can estimate and adapt to the packet reordering; therefore,
TCP/NCwPRT can work well on receiving out-of-order packet scenarios, which may
sometimes happen in most practical complex network environments, e.g., multipath
networks, mobility. The simulation results on ns-3 have shown that TCP/NCwPRT can

maintain the TCP goodput well in a wide range of packet reordering environments
compared to TCP NewReno aswell as TCP/NC.
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c. TCP/NC with ACK Skipping (TCP/NCwAYS).
TCP/NCwSA isto improve the TCP/NC in half-duplex communication networks. It can
determine the number of ACK packets that can be skipped based on the channel
conditions. According to the determined skip interval, unnecessary ACK packets will not
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be sent unless a timeout happens. We evaluate the proposal, TCP with Selective



Acknowledgment (TCP SACK), TCP Westwood+, and the recent variant of TCP/NC
(e.9.,TCP/NCWLRLBE) in simple PLC network simulation on ns-3. The simul ation result
showsthat the proposal achieves ahigher goodput on PLC environment compared to TCP

with Selective Acknowledgment and TCP Westwood+ as well as the recent variant of
TCP/NC.

d. Enhanced TCP/NC Tunnding
We proposed a new enhanced TCP/NC tunnel system in term of buffer management for
lossy and congestion networks. It can intentionally drop overloaded packets or useless
dead packets before they enter the TCP/NC tunnel. The simulation results show that the
proposal can achieve a good goodput compare to others.
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