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For general-purpose speech understanding and dialogue based on the
end-to-end models, various studies were conducted from the perspective of advanced speech
recognition and dialogue generation. First, we designed and implemented an end-to-end system that
directly recognizes dialogue acts and emotions from speech. Next, we proposed an effective learning
method for speech recognition of low-resource languages by integrating speaker, language and domain
recognition. We also built a model for generating punctuated and cleaned text directly from speech.
Furthermore, we studied how to integrate emotion recognition with speech and gender recognition for
effective learning. With regard to dialogue generation, end-to-end models represented by the
large-scale language models have become the mainstream, and we proposed a mechanism to reason the
user®s intention and emotion and the system®"s intention and emotion before response generation.
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