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Deep learning is computationally intensive and requires lots of high
performance processors such as GPUs. However, in order to achieve high performance, it is necessary
to consider the characteristics of complex computer architectures, which hinders the incorporation
of new learning algorithms. This research targets both high performance and software development
cost reduction. As one of the integrated results, we constructed a hybrid parallel learning
framework to improve learning on a supercomputer with many GPUs.
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