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This study aims to enhance paralinguistic and non-linguistic information in
multilingual speech through Voice Conversion (VC), with the manipulation of speaker identity in
speech as one of its central objectives. To achieve this, we propose a non-parallel learning method
for cross-lingual VC and explore the construction of a multi-speaker attribute conversion system
based on this learning approach. Specifically, the issues addressed include (A) handling speaker
information when the source and target languages of VC are different, (B) achieving
multi-speaker-to-multi-speaker attribute conversion, (C) describing speaker characteristics when
considering the use of unseen speakers, and (D) ensuring the quality and intelligibility of
synthesized speech after conversion. By addressing these challenges within the framework of deep
learning and optimizing the entire process through appropriate objective functions, we attempt to
achieve comprehensive optimization.
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