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Rank estimation and optimization methods for tensor network decomposition, and
its applications
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In this project, various researches were conducted such as rank estimation,
fast algorithms, stable optimization for tensor network decompositions and their applications. For
rank estimation, we investigated and developed several approaches based on the greedy method, the
Bayesian method, and the singular value information. As for the fast algorithms, we investigated and

developed algorithms using randomized SVD and fast Fourier transform. We also investigated and
developed stable optimization using the MM algorithm. In addition, through activities such as

invited talks, tutorial lectures, and contributions to chapters of books, we contributed to improve
the theory of tensor decompositions.
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rSVD: Randomized SVD
Tucker HOSVD
TTSVD
£ 1. 29 A= ROFITHR ¥ B
SVD | rSVD | trSVD | Simultancous | Krylov | Sampling | CountSketch
3RS | B§RY (s) | 0.0295 | 0.0140 | 0.0094 0.0209 | 0.0647 0.0081 0.0150
SN tt 503 | 503 418 50.3 50.3 39.8 39.8
AR5 | B§RE (s) | 1.5517 | 1.0372 | 0.8991 failure | 5.2638 0.6072 1.3436
SNt 60.8 | 608 55.5 60.8 417 417
5RE | B0 (s) | 181.42 | 130.93 | 113.94 failure | 636.39 82.81 131.27
SN it 706 | 69.2 58.2 70.6 57.2 57.1
R 2 FIIN LA VHROREITRN L

SVD | rSVD | trSVD | Simultaneous | Krylov | Sampling | CountSketch
3R5 | B§RE (s) | 0.0241 | 0.0118 | 0.0093 0.0197 | 0.0524 0.0067 failure

SNkt 1403 | 403 24.7 10.3 10.3 32.6
AR5 | B5RE (s) | 1.8935 | 0.9324 | 0.8370 2.9571 | 5.6774 0.579¢ failure

SN it 50.1 50.1 38.6 444 50.1 40.8
2022 5RS | B§RY (s) | 192.30 | 10492 | 96.35 failure | 630.31 71.34 failure

SN it 59.9 |  60.2 50.6 59.9 45.7
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LR&TV SPCQV MDT-Tucker Proposed
ocean, slice missing (30.1,0.931, 529) (25.9,0.929, 457) (30.8,0.953,3160) (30.1,0.946, 4.27)

ocean, 70% voxel missing (26.2,0.820, 528) (33.3,0.961, 684) (30.4,0.930,3789) (26.0,0.846, 6.52)
ocean, 95% voxel missing (20.6,0.469, 973) (24.1,0.702, 588) (24.0,0.721,4346) (22.0,0.605, 9.48)
smokel, slice missing (40.6, 0.990, 1040)  (37.6,0.977, 197) (41.7,0.992, 964) (40.1,0.990, 5.39)
smokel, 70% voxel missing  (35.1,0.967, 1193)  (34.7,0.941, 380) (38.6,0.975,1038) (34.8,0.962, 7.71)
smokel, 95% voxel missing  (27.7,0.877,1810)  (31.7,0.914, 515) (28.3,0.875,1197) (28.7,0.885, 12.87)
smoke2, slice missing (32.9,0.979, 1389)  (33.2,0.977, 399) (40.6,0.992, 1851) (39.2,0.993, 11.19)
smoke2, 70% voxel missing  (26.2,0.925, 1504)  (35.1,0.964, 801)  (41.3,0.992,2007) (31.6, 0.966, 17.21)
smoke2, 95% voxel missing  (19.6, 0.741,2088)  (31.6, 0.935, 1055)  (26.3,0.877,2255) (23.7,0.831, 33.40)
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