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In early-modern printed character recognition, we proposed a method suitable
for multi-column, multi-heading publications such as newspapers in layout analysis and confirmed
its effectiveness. In the recognition part, we implemented a method to retrieve training data by
crawling, and built an environment that can collect training data hundreds of times faster than
human workers can do it manually. We also established a method to artificially create character
types not found in the data of specific early-modern book publishers using GAN. Furthermore, by
changing the recognition engine from CNN to deep metric learning, we confirmed a recognition rate of
over 99%, thereby completing our research on early-modern printed character recognition. For neural
translation from early-modern literary style to present colloquial style, we prepared 60,000
training data pairs and showed that the Transformer is capable of translating with sufficient
accuracy.
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