©
2020 2022

Cross-disciplinary approach to prosody-based automatic speech processing and its
application to computer-assisted language teaching

Cross-disciplinary approach to prosody-based automatic speech processing and its
application to computer-assisted language teaching

Pyshkin, Evgeny

2,900,000

CAPT
DTW

The project advances a prosody-based CAPT system using signal and speech processing algorithms for
speech visualization and providing a multimodal feedback to learners. Applying the approach to
different language groups has a strong impact to improving communication skills of language
learners.

We completed a study on the potential of CAPT system advancement based on
signal and speech recognition and speech processing algorithms and their customization via
computer-aided prosody modeling and visualization instruments.

We developed the digital signal processing core comprising pitch extraction, voice activity
detection, pitch graph interpolation, and pitch estimation, the latter based on using dynamic time
warping algorithm.

The current implementation supports the transcription and phrasal intonation visualization shown by
model and user pitch curves accompanied by a multimodal feedback including DTW-based metrics,
extended phonetic transcription, and audial and video output, thus, Broviding a foundation for
further feedback tailoring with evaluative, instructive, and actionable components. The system has
been assessed for several languages representing different language groups, thus, creating good
ground for further multilingual setup of personalizable CAPT environment.

Human-centric software
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1. WF5ERAR S ¥ DTS 5 (Background at the beginning of research)

Speech prosody is a complex phenomenon involving suprasegmentals, such as intonation and stress, which,
according to cognitive models, exist at the base level of speech production. Adequate mastery of prosody
is one of the major factors determining language proficiency and communication culture. Prosody is a
superordinate term that encompasses all suprasegmental aspects of speech, including pitch, amplitude,
duration and voice quality.

Computer-assisted prosody training (CAPT), a subdomain of computer-assisted language learning
(CALL), is a relatively new topic of interest for computer scientists and software developers. Automatic
speech recognition (ASR) for the purposes of pronunciation instruction is an important technology making
a measurable impact on CALL by enabling the identification of particular parameters of the learner’s output
and harnessing artificial intelligence to language and speech processing, thus, transforming traditional
CALL to intelligent CALL (iCALL). Present-day innovative technology-enhanced CAPT solutions does
not only rely on signal processing to transform sound waves using algorithms to enable the sounds to be
visualized, but incorporate artificial intelligence, speech processing, and natural language processing in a
single CAPT pipeline; and, thus, contribute to the growing domain of iCALL.

However, combined usage of ASR and speech visualization is still considered as a challenging CALL
application because of the complexity of matching wave forms and spectrograms in a way that enables
language learners to act on the quantitative, qualitative, and instructive feedback. Stability of prosodic
markers enables their measurement, classification and usage for creating prosodically annotated corpora
for the purposes of ASR and phonology studies. In sum, our approach addresses three target groups of users
(language learners, language teachers, and researchers). It connects four basic ideas.
1. Harnessing multimodality in language learning (e.g. perception of interactive audio-visual
channels) enforced by multimedia features of mobile devices;
2. Supporting different learning styles of students (e.g. visual, auditory and kinesthetic);
3. Advancing signal and speech processing, visualization and estimation algorithms to enhance
technology-driven education and research;
4. Developing mobile tools leveraging rich existing experience of portable device users.

Intonation contour and rhythmic portrait of a phrase provide learners with a better understanding of
how they follow the recorded patterns of native speakers. However, such graphs do not presume innate
corrective or instructive value. Conventional score-based approach cannot tell the second language learners
why their mispronunciations occur and how to correct them. Consequently, adequate metrics to estimate
learning progress and prosody production should be combined with CAPT development, while giving more
intuitive and instructive feedback.

2. W7ED HBY (Purpose of research)

The practical purpose of the project is twofold: first, to develop and assess a technology-driven language
learning environment including a course toolkit with end-user mobile applications; and second, to develop
tools for speech annotation and semantic analysis based on intonation patterns and digital signal processing
algorithms.

The course development kit (which is part of StudyIntonation system) allows teachers to develop a series
of courses specifically designed for a certain pronunciation training goal. Client mobile tools are aimed at
providing a convenient and intuitive tool for tonal and prosodic training. In each exercise, a pitch sample
is presented to the user. This sample can be accompanied by a model audio and video recorded by a native
speaker, along with the text explanation and the plotted pitch contour. After recording the user’s attempt,
the application displays the user’s pitch graphs against the model, thus, forming a contrastive visual
feedback.

In process of project development, the initial model of L2 English pronunciation training has been
repurposed support a possibility to extend the number of languages, and to elicit specific features necessary
to support adequate interfaces for the languages belonging to different language groups.



3. WD 5L (Method)
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contextualized model utterances and
record their attempt. The pitch curves of
both are plotted enabling learners to
compare and contrast their performance with the model. Feedback is generated from pitch similarity metrics
using dynamic time warping (DTW) as shown in Figure 2. Using a generic model based on sound signals
rather than particular languages enabled further adaptation of the system from L2 English learning (original
goal) to incorporation of other L2 languages representing major language groups, including non-tonal
(English), tonal (Vetnamese), and mora-timed (Japanese) languages.

Figure 1. System architecture.
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Figure 2. Pitch visualization in mobile app.

The practical implementation (Studylntonation CAPT environment with mobile end-user interfaces) is the
most complex component of the project, involving the following major design, development, and
assessment stages:
1. Development of digital signal processing (DSP) core algorithms;
2. Development of audio-visual content repository of pronunciation exercises;
3. Design of extensible course developer’s toolkit enabling incorporation of different CAPT courses
for different languages;
4. Implementation of proof-of-concept CAPT environment prototypes comprising the server-side
software and end-user mobile app components;
5. Assessment of the feedback loop;
6. Analysis of the implemented modes of feedback production for formulating further goals on
tailoring CAPT feedback to language learners with a specific focus on actionable and instructive
feedback production models.

4. WFZEECE (Results)

We completed a study on the potential of CAPT system advancement based on signal and speech
recognition and speech processing algorithms and their customization via computer-aided prosody
modeling and visualization instruments.

In practical perspective, we developed the digital signal processing core comprising pitch extraction, voice
activity detection, pitch graph interpolation, and pitch estimation, the latter based on using dynamic time
warping algorithm. We applied voice activity detection (VAD) before pitch processing and instrumented
StudyIntonation with a third-party automatic speech recognition (ASR) system. ASR internal data obtained
at intermediary stages of speech to text conversion provide phonetic transcriptions of the input utterances



of both the model and learner. The rhythmic pattern is retrieved from phonemes and their duration and
energy. Transcription and phrasal rhythm are visualized alongside with phrasal intonation shown by pitch
curves. CAPT courseware is reorganized to represent each task as a hierarchical phonological structure
which contains an intonation curve, a thythmic pattern (based on energy and duration of syllables) and IPA
transcription. The validity of dynamic time-warping (DTW), which is currently applied to determine the
prosodic similarity between models and learners was estimated over native and non-native speakers’
corpora using IVIiE stimuli. DTW results were compared and contrasted against CRQA metrics which
measured synchronization and coupling parameters in the course of CAPT operation between model and
learner; and were, thus, shown to add to the accuracy of learner performance evaluation through the
experiments with two automatic binary classifiers.

Additional developed features include pitch graph contours with multiple attempts cross-check, pitch graph
segmentation and segmented visualization (particularly important for tonal languages), as well as a
prototype of interface enabling the exercises on attitudinal intonation training.

The project advances the approach to developing a personalized prosody-based CAPT environment based
on signal processing and speech processing algorithms for pitch visualization and evaluation aimed at
providing a multimodal feedback to learners. Applying the approach to different language groups including
non-tonal (English), tonal (Vietnamese) and mora-timed (Japanese) languages has a strong social impact to
societal development and improving
communication skills of language learners.

As major theoretical contribution, this
project helps to understand better how
teaching  individual segmental and
suprasegmental features can positively
influence the global construct of L2
pronunciation  proficiency. = Maximum
sensitivity to particular contents of
developmental levels  means that
experiences at those levels yields a maximal
effect. The major outcome of our work is our
ability to demonstrate how to perform
dynamic analysis during the process of
phrasal intonation teaching with a CAPT
system and how to determine learners’
movement from one developmental level to
another. Longitudinal and microgenetic
analysis of L2 pronunciation development
has been conducted based on Vygotskian
sociocultural  theory  concepts, thus,

providing rationale for scaffolding learners Developmental Desotiptina
through  their zone of  proximal
development, which is the region through
which learners improve from their actual
level to their potential level under guidance
and through feedback. The results of these
studies have been presented at a highly
authoritative ~ Speech ~ Prosody 2022
conference (Figure 3).
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Figure 3. Project presentation at Speech Prososdy 2022.

The current results provide grounds for

further feedback tailoring with evaluative, instructive, and actionable components. The system has been
assessed for several languages representing different language groups, thus, creating good ground for
further multilingual setup of personalizable CAPT environment.

Although StudyIntonation enables provisioning the feedback in the form of visuals and some numeric
scores, there are still open issues in our design such as (1) metric adequacy and sensitivity to phonemic,
rhythmic and intonational distortions; (2) feedback limitations when learners are not verbally instructed
what to do to improve; (3) rigid interface when the graphs are not interactive; and (4) the effect of context
which produces multiple prosodic portraits of the same phrase which are difficult to be displayed
simultaneously. Mobile CAPT tools are supposed to be used in an unsupervised environment, when the
interpretation of pronunciation errors cannot be performed by a human teacher, thus an adequate, unbiased
and helpful automatic feedback is desirable.
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