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Treatment verification is highly desirable in ion therapy to cover tumors with maximum dose and to
spare normal tissues or organs at risk near the tumors. We developed a method to predict dose
distribution from positron emission tomography (PET) images in ion therapy for treatment
verification.

It is desirable to verify the treatment during ion therapy. For this
purpose, we developed a method for predicting the dose distributions from positron emission
tomography (PET) images in ion therapy and demonstrated the validity of the method for 11C and 150
ion beams. The depth doses and PET images were measured in polymethyl methacrylate (PMMA) phantoms
for both ion beams under the same conditions in the carbon therapy facility of the Heavy lon Medical
Accelerator in Chiba (HIMAC). The mono-energetic beams were used to reproduce the measured PET
activity of the poly-energetic beams and then the depth doses were calculated using the proposed
method. The predicted dose profiles were in overall good agreement with the measured ones and the

distal fall-off positions at 80% of the Bragg peaks were also predicted within 0.2 mm for both 11C
and 150 ion beams.
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Monitoring the stopping position of primary ions in atumor is desirable for effective tumor treatment by
ensuring correct tumor coverage and preventing overdose exposure to normal tissues in ion therapy.
Positron emission tomography (PET) has been applied to image positron emitters produced through
fragmentation reactions [Acta. Oncol., 42, pp 123-136, 2003], but a patient-dependent difference between
the PET peak position and the dose peak position prevents straightforward understanding of PET images
[Nucl. Instrum. Methods A, 525, pp 284-288, 2004]. Using aradioactive ion (RI) beam, such as 1C or 1°0,
isrecognized as an ideal method for range verification [Phys. Med. Biol., 49, pp 3179-3195, 2004] since it
allows direct visualization of the ion beam stopping position by PET. We have shown the feasibility of this
idea through an in-beam PET study for both *C and *°O ion beams using OpenPET systems [Phys Med
Biol., 64, pp 145014, 2019].

Since dose is the main quantity of interest in ion therapy, dose assessment itself would support treatment
verification even better. A deconvolution technique has been suggested to predict dose distributions from
produced positron-emitter distributions using PET images in carbon ion therapy [Phys. Med. Biol.,64, pp
025011, 2019]. Another method has also been developed for the dose reconstruction of *2C ion beams with
the spread-out Bragg peak (SOBP) [Phys. Med. Bial., 65, pp 235052, 2020]. Both methods needed alibrary
of dose distributions and activity distributions of positron-emittersfor various mono-energetic beamswhich

were obtained using Monte Carlo simulation (Geant4 toolbox).

Since it is desirable to have information on dose distribution in order to be able to verify the treatment
during ion therapy, we focused on developing an algorithm or method to estimate dose distribution from

PET images for stable and radioactive ion beams.

A library of dose data and PET data for 'C and *>C ion beams with energies of 170, 210, 290 and 350
MeV/u for a PMMA phantom was made using Monte Carlo simulation (PHITS code). The algorithm for
converting PET data to dose distribution was constructed and optimized. A ridge filter for **C and *>C ion
beams (350 MeV) with 2-3 centimeters of SOBP was designed and tested experimentally in the carbon
therapy facility of the Heavy lon Medical Accelerator in Chiba (HIMAC).

The algorithm for converting PET datato dose distribution and its optimization was applied for :C and 10
ion beams. The depth dose was measured for both ion beams with mono-energetic and poly-energetic
conditions in the HIMAC. The PET images were obtained for an irradiated polymethyl methacrylate
(PMMA) phantom with both beams under the same conditions using a prototype PET system. For dose
prediction, first alibrary of depth dose and PET profiles was created for several mono-energetic ion beams
using the measured dose and PET images for the mono-energetic ion beams. The depth dose and PET
activity profiles for each energy were estimated from the measured data using a simple power law, known
as the range-energy relationship. The PET activity profiles of the poly-energetic beams were represented
by a weighted summation of the PET activity depth profile of the mono-energetic beams with different
energies. The optimized weights, which were obtained after applying the best fit between generated and



measured PET data, were used for dose prediction. The conformity between the predicted and measured
doses was quantified by comparing the positions in the distal falloff of the Bragg curves at 80% of their
peaks.

The depth doses and the yield of positron emittersin aPMMA phantom irradiated by **C ion beams of 170,
210, 290 and 350 MeV/u were obtained using the Monte Carlo method-based code, PHITS. The one-
dimensional PET distribution was obtained from the yield of positron emitters and a deconvolution
approach, which was proposed by Hofmann et al [Phys. Med. Biol.,64, pp 025011, 2019], was applied to
the data to predict the depth dose profile. Deviations of the predicted Bragg peak positions to theideal ones
from simulations were 0.5 mm for mono-energetic irradiation; however, optimization of approach was
required to reproduce the build-up, peak and tail of depth dose profiles with minimum deviations and good
agreement. Figure 1 compares the simulated and predicted dose profiles in depth of a PMMA irradiated
with 11C ion beams of 290 MeV/ul.
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Figure 1. Comparison of simulated and predicted depth dose profiles in an irradiated PMMA phantom with a *!C ion
beam of 290 MeV/u.

The depth dose profiles were predicted from the measured PET images in the HIMAC using the proposed
method for **C and *°0 ion beams. The predicted and measured doses for the poly-energetic *'C ion beam
are compared in Figure 2. The depth doses were predicted with overall good agreement and the distal fall-
off position at 80% of the Bragg peak matched the measured one within 0.2 mm. Nevertheless, the mean
percentage error between predicted and measured dose profiles in the three regions, i.e., build-up, peak,

and tail, was less than 6.4% with a maximum percentage error of 12% for both ion beams.

Sl 11C: poly-energetic
©

\3",’ 0.8 Predicted
o x

Sos6 Measured
il

[0}

Noagr

©

£

o 0.2

P4

o

20 40 60 80 100 120
Depth in PMMA (mm)

o

Figure 2. Comparison of predicted and measured depth dosein aPMMA phantom for a poly-energetic 2C ion beam.
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