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In machine learning computation using circuits, methods that perform
bit-level operations have been proposed to achieve high-speed and high-accuracy computation by
minimizing the degradation of recognition accuracy. In this study, we proposed a method that
combines circuit simulation and bit parallelization, aiming to accelerate machine learning
computation using the idea of massively parallel computation. We achieved a speedup of up to 300
times faster than sequential computation for convolutional neural networks. In addition, we also
performed network model compression to further reduce execution time. Compared to existing network
compression methods, this method achieves a high compression ratio with minimal loss of accuracy,
and we have shown that it is possible to significantly reduce the execution time.
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1: Performance comparison of different channel pruning methods to prune the VGG16 models

CIFAR-10 CIFAR-100
Test accuracy | Remaining weights | Test accuracy | Remaining weights
Ref. [1] 92.7% 16.0% 72.0% 35.2%
Ref. [2] 93.1% 11.5% 71.6% 24..0%
Ref. [3] 93.8% 11.5% 73.5% 24 9%
Ref. [4] 92.6% 26.6% 73.3% 62.1%
This work 92.6% 2.1% 70.3% 16.0%
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