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Pursuing an ideal congestion control algorithm achieving no buffering delay and
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In this study, we aimed to realize an ideal congestion control algorithm
that achieves minimal delay and 100% link utilization. Utilizing network measurement techniques not
previously employed in traditional congestion control algorithms, we proposed a precise method for
estimating congestion states backed by mathematical principles. These findings were then applied to
a new congestion control algorithm. The efficacy of the proposed method was guaranteed
mathematically, and its practicality was verified through experiments in real network environments.
Additionally, we investigated improvements in fairness when competing with conventional congestion
control algorithms such as CUBIC and delay-reducing congestion control algorithms BBR.
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