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In forecasting irregular events such as earthquakes, the hazard function,
which represents the likelihood of the next event, has been designed manually based on human
knowledge. Recently, in order to increase the degree of freedom of the hazard function, a deep
neural network (DNN) based method, trained from historical data (Omi et al., 2019) was proposed.
However, this method did not address spatial forecasting, such as event locations. Therefore, to
achieve spatio-temporal forecasting, we proposed a deep multi-stream point process model, in which
multiple DNNs model the hazard function decomposed based on conditional independence. The
effectiveness of the proposed method was demonstrated through experiments using actual earthquake

data.
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