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A study on feature representation learning based on adaptive prior models
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In this study, we have proposed effective approaches to train neural

networks in a framework of deep learning. Neural networks are composed of plenty of parameters which
are directly optimized through the learning process. We introduce prior models for those parameters
to construct a hierarchical representation of the parameters. Thereby, the parameters in the neural
networks are derived from the prior model in a hierarchical manner, and hyper-parameters in the
prior models are optimized during training. The hierarchical representation in parameters
contributes to robust and adaptive learning such as by suppressing over-fitting. We proposed several
prior models applicable to layer modules of neural networks, demonstrating the promising
performance improvement in classification tasks.
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