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Generation of Orthogonal Sub-spaces for Efficient Learning in Layered Neural
Networks with Asymmetric Structures
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In the orthogonal subspace of the visual system, nonlinear processing such
as asymmetric structure and rectification is closely related. These two characteristics have been
shown to generate orthogonal bases in the orthogonal subspace. We analyzed the tracking
characteristics. This characteristic was shown to be superior to that of a symmetric model (called
an Energy model) with conventional Gabor filters in an asymmetric neural network. Furthermore, it
was proved on a vector space that the network with asymmetric structure has better classification
ability than the target model. In addition, we took up the problem of generating higher-order
orthogonal bases by multi-layer neural networks from lower-order bases.”
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