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Learning of Strongly Nonlinear Big Data by Momentum Quasi-Newton Method combined
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In this research, we developed a new learning method for neural networks
that enables processing of more complex (strongly non-linear) and massive data (big data). In this
process, we examined the relationship with the momentum method, quasi-Newton method, Nesterov®s
accelerated gradient method, and fixed-point acceleration method, and verified the mechanisms of
each algorithm for acceleration and discussed the convergence by integrating them. Furthermore,
through computer simulations on various test problems and real problems, we were able to clarify
their effectiveness and issues. Through this research, we gained insights into solving problems
using neural networks for learning data with a complexity that was previously impossible to achieve.
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