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DeepMind”s large-scale experiment on shogi artificial intelligence and
verification of its knowledge acquisition process
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This research conducted a follow-up test of large-scale deep reinforcement
learning for shogi in previous research using hardware on the market, and observed the learning
process and the performance of the generated artificial intelligence. In order to conduct follow-up
experiments, the presenter pursued the computational efficiency of self-game generation using
graphics processing units (GPUs). Using NVIDIA"s GPU, which costs about 150,000 yen, we achieved an
efficiency of about 10,000 gameplays per day. The shogi player, which was constructed using only
commercially available hardware, achieved performance comparable to previous research.

In addition, inspired by the process of organizing the large amount of game records generated in
this research, we developed a new method to represent the state space of a board game as a sparse
set of combinations.
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