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This research results help the CFD users to increase the accuracy of their numerical prediction and

finally can improve the reliability of practical designs in urban applications in cities to have
more sustainable and safe cities.

The computational fluid dynamics (CFD) models based on the Reynold-averaged
Navier-Stoke (RANS) turbulence modes are frequently used for urban air simulations because of their
low computational cost. However, their accuracy is not so high in the weak wind regions in street
canyons. The default values of the RANS’ closure coefficients are adapted from other fields, which
are not perfectly suitable for urban airflow simulations. Hence, in this study, a systematic
approach was proposed to find the optimum values for the RANS’ closure coefficients by using a
novel stochastic optimization method to significantly improve the computational accuracy and
rapidity of urban CFD simulations. Different benchmarks, ranging from simple buildings to buildings
in an actual city were considered to demonstrate the applicability of the proposed framework.

wind engineering

Urban airflow simulation Stochastic optimization Accuracy improvement CFD Calibration



1.

Increasing applications of computational fluid dynamics (CFD) in different aspects of urban
studies, including pedestrian level wind comfort, building energy, pollution dispersion, and urban
heat island, reflects on the importance of this powerful approach in research and practical
engineering applications. Current CFD toolsfor such studiesare generally based on the Reynolds-
averaged Navier-Stokes (RANS) models and large eddy simulation (LES) approach in which the
Navier-Stokes equations are resolved in time and space.

As shown in Figure 1, the performance of urban airflow CFD simulation models, in terms of
accuracy, rapidity (computational speed), and their feasibility for engineering applications are
quite different while each mode requires a different tempo-
spatial resolution. The RANS accuracy islower than LES, ., [EIRepcty BliAcouracy [ JFeasiity
but it has a higher computational speed which is about one
order of magnitude higher than LES and higher feasibility. ...
In fact, the very high complexity of detailed boundary
condition implementation and mesh generation, in addition
to enormous computational cost make LES infeasible for
urban airflow simulations. Since in practical engineering
applications, severa calculation cases for multiple wind RANS LES
directions are required, utilization of LES becomes more ' Tempo-spatial scale >
limited and chalenging. One drawback of RANS for Figurel Comparison of urban CFD models
urban airflow simulations is the low accuracy of two-equation RANS turbulence models in the
prediction of mean-flow quantities in weak wind regions inside the street canyons and behind
buildings. In general, this inaccuracy is resulted from the inaccuracy related to the turbulent-
viscosity hypothesis and derived equations for the turbulent parameters, which consist of several
unknown coefficients approximated with the observation of afew fundamenta flows, including
homogenous isotropi ¢ decaying turbulence, fully developed channel flow, and simple shear flow.
Nonetheless, there is a marginal similarity between these fundamental flows and airflow around
buildings in the atmospheric boundary layer (ABL).

2.

Considering the low accuracy of RANS models in addition to their popularity and practicality
in practical engineering problems, an important question that should be answeredis: Isit possible
to optimize RANS parameters based on urban airflow physics in an affordable and applicable
manner to obtain a significant improvement in RANS CFD accuracy and rapidity? Hence, the
primary objective of this research is to improve the accuracy and rapidity of urban airflow CFD
simulations. In specific, a systematic framework for improving the accuracy of two-equation
RANS turbulence models will be proposed in which different statistical and approximation
models, machine-learning tools, and optimization solvers are utilized to optimize the RANS
closure coefficients based on urban airflow physics.

3.

Low

A schematic of the proposed framework for RANS CFD model calibration is shown in Figure
2. The framework consists of two main steps. The first step includes four sub-steps. 1-1) Case
study definition, 1-2) Determination of focused output parameters, 1-3) High-quality data
acquisition, 1-4) Validation metrics cal cul ation for focused output parameters. Through these sub-
steps, required data for the closure coefficients calibration are organized systematically by
conducting aseries of CFD simulations, acquiring high-quality datafrom different resources, and
performing statistical analyses.



In sub-step 1-1, after preparation of the CFD model, e.g., geometry generation, boundary
condition implementation, and applying CFD solver settings in accordance with the guidelines by
[1,2], a suitable zero equation, one-equation, or two-
eguation turbulence model will be selected although two- LSl 3

1-1 Case study definition

a]uatl On mOdeI S are more pOpUl ar I n Urban fI OW 1-2 Determination of focused output parameters

simulations. In sub-step 1-2, the focused output parameters [H. experiment
. . 1-3 High-quality data acquisition Field measurement

of the CFD model should be chosen for the calibration o s o ekt

purpose. For instance, for pedestrian comfort studies, the [ e e
focused parameters are wind velocity distribution and/or S
pollution concentration at the pedestrian level, or for [ Stp2
building energy evaluations, the focused parameters are —m—
wind surface pressures over building walls and/or crossing

22 Sensitivity analysis

2-3 Design of experiments (DOE)

airflow rate. In sub-step 1-3, high-quality data should be P
provided to define suitable validation metrics required for 25 PDF of validation metrics
the turbulence model calibration obtained from Step 2. At 26 Optimizaton

this stage, different sources, including wind tunnel
measurement and large eddy simulation (LES), can be used
depending on the focused output parameters and the aimed
level of accuracy.

After obtaining the required high-quality data, in sub-step 1-4, validation metrics should be
employed to quantitatively investigate the level of agreement between the CFD and high-quality
datasets. The most common validation metricsfor environmental and urban flow studies are those
proposed by [3], including the hit rate g, fraction of the predictions within a factor of 2 of the
observations (FAC?2), fractiona bias (FB), and normalized mean square error (NMSE).

The second step of the proposed framework includes six sub-steps. In this step, closure
coefficients of the selected turbulence model are considered as variables in an optimization
processto find the best agreement between the CFD and the acquired high-quality datasets. Hence,
the optimization variables are the closure coefficients while the objective function is defined
based on a combination of the selected validation metrics. In sub-step 2-1, PDFs of all the closure
coefficients are obtained according to available information about the history of model
development and experimenta data in the literature. As a general consideration, a uniform PDF
isasuitable choice as there is not enough statistical information about the closure coefficients of
RANS turbulence models. After calculating the PDF of the closure coefficients, in sub-step 2-2,
a sengitivity analysis is required to identify the most effective closure coefficients on the CFD
accuracy. Sensitivity analysis can be conducted using a simple model such as the one-factor-at-a-
time method (OFAT) or a complex one such as Latin Hypercube sampling [4]. In sub-step 2-3, a
suitable design of experiment (DOE) method, e.g. Monte Carlo Sampling (MS), is utilized to
generate a database for CFD samples according to the PDF of the closure coefficients. Then, the
CFD samples are solved in sub-step 2-4, and in sub-step 2-5, CFD results are post-processed to
obtain the PDF of the selected validation metrics as well as their mean value and standard
deviation. Finaly, in sub-step 2-6, an optimization solver is used to find the best set of the closure
coefficients according to the calculated validation metrics of the CFD database. An appropriate
objective function is defined to minimize the deviation of the validation metrics and their idea
values. For morereliable calibration, stochastic optimization (reliability-based) algorithms can be
used in which the objective function involves two terms to minimize (1) the deviation between
the mean value of the validation metrics and ideal values, and (2) the standard deviation of the
validation metrics. The second term enhancesthereliability of the calibration processviareducing
the uncertainty of the validation metrics caused by the uncertainty of the closure coefficients.

Figure 2 Framewor k of RANS CFD
models calibration
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The performance of the proposed calibration framework isinvestigated using three different case
studieq5]. A schematic of each case is presented in Figure 3. Case 1 is an isolated high-rise
building placed in an unstable ABL.
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represents a highly-dense urban area. Figure 3: Schematic of case studies

In Figur 4, the distribution of

turbulent kinetic energy (TKE) around the high-rise building is compared against the
experimental measurements over a central vertical plane (y/H = 0) and a horizonta plane near
the ground (z/H = 0.025). The results of the CFD model with the default closure coefficients
over the vertical and horizontal planes exhibit two well-known deficiencies of two-eguation
turbulence models, i.e., ahigh level of TKE around |
the windward wall and above the roof, and a
significant underprediction of TKE and momentum
diffusion inside the wake region behind the
building. The calibrated model shows significant |
improvement in the prediction of TKE level in
comparison with the reference model. The TKE
level in front of the windward wall islower than the
reference model whileit is noticeably higher in the
wake region behind the building.

For Case 2, the vertical profiles of the streamwise velocity over acentral vertical planeinsidethe
building model is shown in Figure 5. As it can be seen from the experimental results, a clear
windward jet is formed at x/H = 0.16 and at z/H = 0.4 with avelocity of U/Uy = 0.1. In
contrast, for the standard k-e model, the streamwise velocity is amost zero over the vertical line
a x/H = 0.16 and the model fails to reproduce the windward jet, which is the main feature of
the cross-ventilation. The calibrated model
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the vertical profiles of the streamwise velocity over the - .
vertical plane far from the windward opening and near '
the ground show a better agreement between |
experiments and the calibrated model. Nevertheless, ’[ .
the streamwise velocity at the upper part of the target

building is underestimated by both models. It should be 2

noted that the relative deviation between the arflow  riqres: streamwise vaocity over avertical
rate prediction by the standard k-e model and the
experiment is about 100%, while it noticeable
decreases to 8% using the calibrated model.

In Figure 6, the profiles of the surface wind pressure coefficient (Cp) along a central line over
windward and |eeward fagades and roof of the target building are plotted against the 0° wind angle
for Case 3. Over the windward and leeward fagades, between 0 < z/H < 0.5, both CFD models
underestimate Cp while the calibrated k-e model calculates more accurate results between
05<z/H <1. In these regions, the standard k-¢ model’s predictions are far from the
experimental results. The superiority of the calibrated k- model is more clearly demonstrated by
looking at the C_P variation over the roof, where the pressure recovery along the roof is very
well predicted by the calibrated model and a close agreement is obtained with the experimenta
results. In contrast, a uniform pressure distribution is cal cul ated by the standard k-e model, which
is significantly higher than the experimental resullt.
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Another example of the application of
the proposed calibration method for a l‘%‘ R e

practical engineering case is explained 4
in the following. The calibration method
was used for a case study of the wnsgrecion
pedestrian level wind environment g
around high-rise buildings to minimize
the high-speed regions [6]. In this studly, L
a multi-fidelity shape optimization S »
framework is proposed for the Figure6: surface wind pressure coefficient over
pedestrian-level  wind  environment building surfaces

(PLWE). In the proposed framework,

low-fidelity computational fluid dynamics (CFD) models based on steady Reynolds-averaged
Navier—Stokes equations (RANS) models and high-fidelity CFD models based on large-eddy
simulation (LES) are efficiently integrated into the optimization process to improve the
optimization reliability while maintaining its computational speed in an affordable range for
practical engineering applications. The optimization solver is coupled with an approximation
model generated by low-fidelity CFD samples obtained using a design of experiments (DOE)
technique. The optimal candidates are then evaluated according to the degree of improvement of
the objective function compared to the reference case. If the degree of improvement shows
significant deviations between the low-fidelity and high-fidelity models, suitable corrections and
modifications are applied to improve the reliability of the optimization process. The applicability
of the proposed method was investigated in terms of minimizing the high-wind-speed area, asthe
optimization objective, around a high-rise building considering (&) uniform urban blocks and (b)
real urban bIOCkS Wlth dlffermt Low fidelity model (Rlz k —  Corrected Low-fidelity model  Corrected Jow-fidelity model High-fidelity model (LES)
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Figure 7 shows the distribution of |1 ; 2

the amplification factor (K) for the |l i j_ %
optimum building geometry. The §- 7
distribution of K is calculated by the

default RLZ k-¢ model (low-fidelity Figure 7: Distribution of the amplification factor (K)
model), calibrated RLZ k-¢ model based on the coefficients by (Calibration-1), thefinal calibrated
RLZ k-e model (Calibration-2), and LES. A comparison between K calculated by the RLZ k-¢
model shows a notable underprediction of the high-wind speed areas by the RLZ k- model,
especiadly in front of the building near the corners and sidewall. Utilization of the closure
coefficients improved the prediction accuracy of the low-fidelity model; however, the area of
high-wind speed is lower than that in the case of the LES. Calibration-2, which was obtained
using OFAT sensitivity analysis, shows a significant improvement in the prediction of the high-
speed wind regions, which is comparable with the LES results in most regions.
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