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Various nonlinear optimization problems appear in machine learning, and
algorithms to solve these problems are necessary. This research focuses on studying nonlinear
optimization, specifically proximal Newton-type methods for solving sparse optimization problems.
The proximal Newton-type method is an algorithm for optimization problems where the objective
function is sum of a smooth function and a non-smooth function. Proximal gradient methods, based on
the gradient descent method that uses only the first order information of the smooth function,
require many iterations to obtain the solution to the original problem. In this study, we focus on
proximal Newton-type methods that use second order information, and we are developing new
algorithms.
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