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研究成果の概要（和文）：このプロジェクトは、スケーラブルでリアルタイムの空間データ ストリーム管理シ
ステム GeoFlink の研究と開発に焦点を当てています。
GeoFlink は、空間データ タイプ、インデックス、空間データ ストリームに対する連続クエリをサポートしま
す。 クエリを効率的に処理するために、グリッドベースのインデックスが導入されています。 GeoFlink は、
さまざまなジオメトリでの空間範囲、kNN、および結合クエリをサポートします。
このプロジェクトでは、3 つの会議論文と 1 つの雑誌論文を出版しました。 GeoFlink はオープンソースであ
り、産総研の IP として登録されています。

研究成果の概要（英文）：With the advancement in data collection technologies, there is an increase 
in spatial data. Spatial data is huge and many time requires real-time processing. This project 
focuses on the research and development of a scalable and real-time spatial data stream management 
system GeoFlink.
GeoFlink extends Apache Flink to support spatial data types, indexes and continuous queries over 
spatial data streams. To enable efficient processing of continuous queries and for the effective 
data distribution across computing cluster nodes, a gird-based index is introduced. GeoFlink 
supports spatial range, spatial kNN and spatial join queries on point, multi-point, line, 
multi-line, polygon and multi-polygon geometry types. Extensive experimental study on real spatial 
data streams proves that GeoFlink achieves significantly higher query throughput than ordinary Flink
 processing.
In this project, we published 3 conference and 1 journal papers. GeoFlink is open source and is 
registered as an AIST IP. 

研究分野： Data Streams and Distributed Computing

キーワード： GeoFlink　Scalable Processing　Spatial Stream　Continuous Queries　Spatial Indexing　Range Qu
ery　Knn Query　Join Query
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令和

研究成果の学術的意義や社会的意義
Our proposed framework GeoFlink enables low-latency continuous queries (range, knn, and join) 
processing over spatial data streams. The GeoFlink, being real-time spatial data processing 
framework, can be used for target marketing, disaster management, autonomous driving, robots path 
guidance, etc.

※科研費による研究は、研究者の自覚と責任において実施するものです。そのため、研究の実施や研究成果の公表等に
ついては、国の要請等に基づくものではなく、その研究成果に関する見解や責任は、研究者個人に帰属します。
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１．研究開始当初の背景 

 

Spatial data or more specifically 2D spatial data refers to the geographical data obtained 

from devices integrated with GPS sensors, including smart phones, car navigation systems, 

smart watches, kids/animals tracking belts, etc. All the 2D spatial data consists of at least 

two attributes, i.e., x and y geo-coordinates (also known as longitudes and latitudes). Besides 

the traditional 2D spatial points, spatial data includes lines, multi-lines, polygons and multi-

polygons. Recently there is a tremendous increase in the spatial data generation due to the 

increase in the use of devices with GPS sensors. With the increasing availability of the spatial 

data, the demand for its processing and analysis is also increasing.  

 

Need for Spatial Data Processing: Spatial data processing and analysis have several 

applications in different domains including marketing, disaster management, autonomous 

driving, military services, robotics, kids/patients/animals tracking, medical science, etc., to 

name a few. In many cases, spatial data is huge and require real-time processing to avoid 

heavy financial and human loss. For instance, having been able to access the precise locations 

of all the humans in a disaster affected city via their smart phones, we would like to guide 

them to the nearest safe location in a real-time manner to avoid possible life loss. For a big 

city like Tokyo, this include continuous and real-time processing of millions of tuples/second 

related to over 38 million people trajectories [1]. The existing spatial data processing 

frameworks like ESRI [4] and PostGIS [5] are mainly designed for static data and not for 

spatial stream processing and are not scalable to handle such a huge data in real-time. Such 

a large-scale real-time computation is only possible with the help of state-of-the-art 

distributed and horizontally scalable big data processing platforms like Apache Spark , 

Apache Flink , Apache Kafka , etc. However, none of these platforms is designed for spatial 

data processing and hence cannot process spatial queries efficiently. These big data 

processing platforms treat spatial data as ordinary text data and hence randomly distribute 

incoming data to available nodes without considering the spatial proximity of the data, hence 

resulting in increased querying cost. Beside these, there exist some open-source libraries and 

platforms for the processing of spatial data on these scalable bigdata platforms, for instance, 

a) GeoSpark [2]: a library for the spatial data processing on Apache Spark, b) ST-Hadoop [3]: 

a Hadoop-based framework for the processing  of very large spatial data available in Hadoop 

Distributed File System, however both of them can only handle static data and does not 

support real-time query processing.  

 

Hence, to process the huge data streams in real-time, we need the power of big data platforms 

which are highly distributed and horizontally scalable. However, to get the spatial data 

streams processed by these platforms, spatial data structures, data types and operators need 

to be implemented which is quite challenging due to the data-driven programming models of 

these platforms. 

 

Data-driven Programming: It is a programming model where the data itself controls the flow 

of the program and not the program logic. Big data platforms like Apache Spark and Apache 

Flink uses this style of programming, by applying a series of transformations on the data, to 

support horizontal scalability.  

 

The goal of this project is to propose data types, data structures and algorithms for the real-

time processing of huge and dynamic spatial data streams by utilizing existing big data 

platforms. To avoid reinventing the wheel and to take the advantage of the existing state-of-

the-art big data stream processing engines, we propose to use the Apache Flink as the base 

engine. 

 

Key Scientific Questions:  

This research will address the following key scientific questions. 

1. How to represent the spatial data objects in the big data platforms for efficient 

processing? 

2. How to structure the dynamic spatial data streams, such that the data maintains 

spatial proximity when distributed among the big data platform’s cluster nodes? 

3. Which data structures must be used to obtain a throughput of millions of 

tuples/second in the presence of highly dynamic data stream (i.e., with continuous 

insertions and deletions)? 



4. What are the different useful spatial data operators? 

 

 

 

２．研究の目的 

 

The purpose of this project is to be able to process highly dynamic spatial data streams 

efficiently by extending one of the state-of-the-art big data streaming platforms as the base 

system, which in our case is Apache Flink. This requires proposing spatial data types, 

efficient and scalable spatial data structures and effective algorithms for the uniform 

distribution of the dynamic data streams. 

 

Why Apache Flink? At present, Apache Spark and Apache Flink are the two main big-data 

platforms, both of which claim to support stream processing besides the traditional batch 

processing. To enable stream processing, Apache Spark relies on micro-batching while 

Apache Flink does not rely on such micro-batching and processes the incoming stream tuples 

as soon as they arrive. In contrast to Flink streaming model, micro-batching in Spark results 

in small processing delay as it groups the incoming streaming tuples to achieve higher 

throughput. Since the focus of this work is the real-time processing, Flink is a natural choice 

to be used as the base framework.  

 

Scientific significance, and originality of the research project: 

At the moment, there exist only one active and commonly used spatial data processing 

framework, i.e., GeoSpark [2], which is based on the Apache Spark platform. It is a library 

for the static spatial data processing using Apache Spark’s batch processing. Since it cannot 

support real-time processing, it is not suitable for the processing and analysis of continuous 

spatial data streams requiring real-time response. To support efficient query evaluation, 

GeoSpark define spatial index structures on the spatial data attributes, i.e., on the x and y 

coordinates (or longitude and latitude), including Grid, R-Tree and Quad-Tree [2]. The index 

is generated on the static datasets, which may be used for the efficient query processing, 

however if there is any change in the dataset, the index needs to be regenerated as in the 

data-flow programming model, we cannot modify part of the index. This indexing does not 

only support query processing but also helps in the uniform data distribution of the spatial 

data by keeping in view the spatial proximity to reduce the data shuffling among the cluster 

nodes. However, in case of data streams, we cannot take the advantage of the similar data 

indexing and data partitioning as the data arrives continuously and we have no prior 

information of the data distribution. Besides, index creation is a costly operation and cannot 

serve the purpose in case of dynamic data streams. 

 

Hence, we need some data structures, which do not need to be physically updated as the new 

data arrives, or the old data expires. Instead, based on the spatial attributes, the incoming 

data must be hashed as it arrives to the appropriate cluster node(s) to preserve the spatial 

data proximity. For instance, if we have four cluster nodes, hence we would like to divide the 

incoming stream tuples in four groups, such that the tuples in each group preserve the spatial 

proximity. Each group is then hashed to one cluster node, to minimize the data shuffling 

during query processing and hence can improve the overall throughput. For this sake, logical 

grid-indexing could be useful, as most of the spatial data queries involve the computation of 

nearest neighbors within certain distance of the queried point, and grid-indexing preserves 

the spatial proximity for the 2D spatial data. 

 

 

３．研究の方法 

 
This work will elucidate the following to address the key scientific questions above: 

1. Since the big-data platforms including the Apache Flink, does not natively support 

spatial data types or objects, we will define a spatial data layer for Flink, so that it 

can support different spatial data types including Point, Lines, Polygons, etc.  



2.  The next and the most important challenge is to hash 

(logical index) the incoming spatial data stream in such a 

way that the data maintains spatial proximity when 

distributed among the big data cluster nodes. This could be 

achieved by utilizing the grid structure, like the one shown 

in Fig. 1, where each grid cell has length l. Each incoming 

stream tuple is assigned a unique grid cell id based on its 

location coordinates and the tuples belonging to the near-by 

cells are hashed to the same cluster node. Given the query 

point q, and cell length l, we can easily identify the number 

of spatial objects that lie within certain distance d of q 
without computing the distance between q and the dataset 

points. For instance, in Fig. 1, assuming that blue circle denotes the boundary of d 

from q, then the objects in cells within red boundary or layer L1 of cell containing q 

are guaranteed to be within distance d of q. Layer L1(q) can be defined as follows: 

𝐿1(𝑞) = {𝐶𝑢,𝑣|𝑢 = 𝑥 ± 1, 𝑣 = 𝑦 ± 1, 𝐶𝑢,𝑣 ≠ 𝐶𝑥,𝑦} 
Similarly, we can identify the points which lie greater than distance d of q (cells outside green 

boundary), hence the distance computation needs to be done only for the cells in green 

boundary and excluding the red boundary. This could be helpful in the efficient nearest 

neighbors’ search queries which is the basis of majority of spatial queries.  

3. The nearest neighbor search is more challenging in case of spatial objects of type 

line and polygon, where an object may lie in more than one cell grid or even in more 

than one cluster node. Hence, we plan to extend the idea presented above for these 

spatial objects and devise algorithms for it. 

4. Another important contribution of this work is the identification and definition of 

different spatial operators. Since the operations like overlap, intersect, etc. are 

specific to spatial objects, hence they need to be defined in Apache Flink following 

the data-driven programming which is another challenge. 

 
 
４．研究成果 
 
 
The main outcome of this project is GeoFlink 

(Figure 2 shows GeoFlink Architecture), which 

is a scalable and distributed framework for the 

real-time spatial data stream management 

and processing. 

 

GeoFlink extends Apache Flink to support 

spatial data types, indexes and continuous 

queries over spatial data streams. To enable 

efficient processing of continuous queries and 

for the effective data distribution across 

computing cluster nodes, a gird-based index is 

introduced. GeoFlink supports spatial range, 

spatial kNN and spatial join queries on point, 

multi-point, line, multi-line, polygon and 

multi-polygon geometry types. Extensive 

experimental study on real spatial data 

streams proves that GeoFlink achieves 

significantly higher query throughput than 

ordinary Flink processing. 

 

In this project, we could publish 3 conference 

[6][7][9] and 1 journal [8] papers. The complete 

framework is available on Github as an open 

source [10] and is registered as an AIST intellectual property. 

 
 
 
 

Figure 1: Grid Structure 

Figure 2 GeoFlink Architecture 
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