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With this research, we aimed to make art more accessible to people by developing artifical
intelligence models that facilitate the understanding of art. For example, by generating automatic
explanations of paintings, museum visitors can understand the intrinsic meaning of each artwork
easily.

In this project, we have conducted research to understand concret and
abstract representation in art using computer vision (CV) and artificial intelligence (Al)
techniques. The achievements of the project are three fold:

1) We created a dataset for answering art-related questions about fine-art paintings. 2) We
developed a model to generate descriptions from paintings. 3) We created a dataset for identifying
artworks given photo.

Our work was published at top conferences and delivered to the research community through several
invited talks.
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Art is essential for the conservation of cultures and their history. It exists in every community
and every culture in the world since time began, and it reflects a society’s beliefs, values, and
accomplishments. In today’s world, art brings us the unique opportunity to look at the past
and understand the complex historical processes that lead us to the present. Nowadays, with
the large-scale digitization of artistic representations from collections all over the world,
computer vision (CV) and machine learning have become important tools in the conservation
and dissemination of cultural heritage. Some of the most promising work on this direction
involves the automatic analysis of paintings.

Due to the latest advancements in deep learning, the study of paintings in CV has already
achieved outstanding results in the recognition of low-level attributes (e.g., brushwork,
illumination, palette etc.) as well as medium-level attributes (e.g., style, author, depicted
objects etc.). However, it still remains as a challenging unsolved problem when it comes to
high-level attributes (e.g., motivation, influences, ideas etc.), as current datasets and models
are only focused on the concrete concepts that appear in an image. Thus, questions like “what
inspired the author to create this painting?” cannot be addressed with the current techniques.
As an attempt to study abstract representations, semantic art understanding [1] propose to
find a painting inside a dataset that best matches a description. However, similar to medium-
level attribute recognition methods, the proposed models only identify the keywords in the
description that have a direct correspondence with the concrete objects represented in the
1mage, without paying attention to the abstract concepts in the artwork.
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The purpose of this research is to study abstract high-level representations in art. To that
end, we propose a new framework to evaluate both concrete and abstract understanding
based on VQA. In VQA, models have to answer questions about images, which are usually
related to their content. By adopting the VQA framework in the art domain, we will be able
to evaluate different levels of understanding by using different categories of questions: 1)
questions about low-level attributes (e.g., illumination, colors, brushwork); 2) questions about
medium-level attributes (e.g., objects, style, author); and 3) questions about abstract high-
level attributes (e.g., influences, motivations, abstract ideas). The research objectives (RO) of
this proposal are:
e RO1: Design a VQA framework with multiple categories of questions for art
understanding evaluation.
e RO2: The implementation of architectures to extract different level of attributes from
paintings.
e RO3: The generalization of the proposed architectures to different visual domains.

3. WHEDTTik
The methodology of the project has been developed into several parts:

e Visual question answering dataset: we created the first dataset for visual question
answering in art, which we called AQUA (RO1). The dataset was created using
automatic natural language processing and computer vision techniques from our
previous existing dataset in [1]. The dataset contains diverse types of questions about
paintings, such as questions about the visual content, objects, and attributes that are
depicted, as well as knowledge-based questions about the context and history of the
painting.

¢ Visual question answering model for art: we designed a computer vision and machine
learning-based model to address visual question answering in art, which we called
VIKING (RO2). The model consists of three parts: a module selector, a visual-based
question answering, and a knowledge-based question answering. For a given
question and painting, the module selector decides whether the question is visual-
based (e.g., about the objects in the image) or knowledge-based (e.g., about the history
of the painting). Then, the visual-based question answering and the knowledge-based
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question answering modules are in charge of finding the correct answer for the
question by using either the image (visual-based question answering) or external
knowledge bases (knowledge-based question answering).

Visual question answering for general images: We developed visual questions
answering models for the general image domain and studied how to transfer
knowledge between different domains (RO3).

Artwork recognition (AR): we created a dataset and benchmark for recognizing
artworks in museum collections, which we called The MET (RO3). Artwork
recognition requires the extraction and representation of low-level features, which
need to be able to capture the specific details of each piece of art in particular. The
dataset was created by using the open-source collection of The MET museum in New
York (US) and manually matching museum visitor photos with their original
artworks. Along with the dataset, we introduced a benchmark and evaluated the
latest state-of-the-art algorithms on image recognition.

Image captioning for paintings (IC): we developed an algorithm to automatically
generate descriptions and explanations from fine-art paintings (RO3). The algorithm
was able to generate three types of sentences based on the three main topics in art
(content, form, and context), and thus, generating longer and more diverse
explanations than standard image captioning methods.
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The results of this research are summarized below.

Datasets: We generated several datasets that can be accessed by the research community
and contribute to advance the field of automatic art analysis.

AQUA dataset: a dataset for visual question answering. URL:
https://github.com/noagarcia/ArtVQA

The MET dataset: a dataset for artwork recognition. URL:
http://cmp.felk.cvut.cz/met/

KnowlIT VQA dataset for video question answering and knowledge transfer. URL:
https://knowit-vga.github.io/

Art descriptions annotations: data for studying different types of description in art.
URL: https://sites.google.com/view/art-description-generation

Code: We published the code of our models so that other researchers can implement and
reproduce our results, which leads to more transparency in science and faster progress.

VIKING model for visual question answering. URL: https://sites.google.com/view/art-
description-generation

Knowledge-based Video Question Answering model. URL:
https://github.com/noagarcia/knowit-rock

Benchmarks for artwork recognition. URL: http://cmp.felk.cvut.cz/met/

Image captioning for paintings model. URL: https:/github.com/JosephPai/Art-
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