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Compositional Inference Systems based on Formal Semantics and Natural Language
Processing

Yanaka, Hitomi

3,000,000

ACL TACL

Deep learning models have been well studied in natural language processing.

However, the extent to which models capture the compositional meaning of sentences is not clear, and
their robustness to unseen data is uncertain. In this study, we investigate the extent to which
models capture the compositional meaning of sentences, and develop inference systems that consider
the compositional meaning of sentences.
Specifically, we constructed English and Japanese benchmarks to analyze whether models capture the
compositional meaning of sentences based on the systematicity of inference, and identified the
generalization capacity of current deep learning models. Furthermore, we developed inference systems
that map sentences into their semantic representations based on compositional semantics and perform
inference. Some of the results were accepted by top international conferences and journals, such as
ACL and TACL. Our benchmarks and inference systems have been made available for research use.
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