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Applying deep learning to formalization of Topology
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We created python ﬁrograms that execute .v files of proof assistant
Cog/SSReflect and produce datasets for machine learning tasks of predicting next proof steps, i.e.,
tactics in theorem formalization. We apply these programs on existing .v files and produced couple
of datasets of size about 400Mb. We trained deep learning models of transformer types using these
datasets. Although we aimed at improving prediction accuracy through the choices of deep learning
models and tokenizers and through the choices of hyper parameters, we haven"t reached a practical
accuracy that make the actual formalization of mathematical theorems from topology e.t.c. proceed,
at the time of writing this report.
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(1) https://github.com/kenkuga/picoq : Formal proof datasets and simple python utilities to interact with coq and create the datasets.
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