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We tried to develop a fast method for solving combinatorial optimization
problems with an emerging algebraic system, called tropical algebraic system, on computational
accelerators, such as the graphics processing unit (GPU). In more detail, we developed not only an
optimization technique specific to tropical algebraic system but also a data
compression/decompression method for accelerating GPU applications executed on thousands of threads.

Their effectiveness was evaluated with practical GPU applications, such as all-pairs shortest path
search and quantum circuit simulation.
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